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If educational science, examined in the previous chapter, was the first social 
science to develop a fully multilevel approach, one must also bear in mind that it is one 
of the most recently constituted social sciences. It was only in the late 1960s (Travers, 
1969) that education emerged from the prevailing earlier discipline of pedagogy, whose 
focus was on the adjustment of teaching practices rather than on studying the processes 
linking teacher to student—the goal of education as a social science (Filloux, 2001). 
Demography, in contrast, has a far longer history. It traces its origins back to the 
“political arithmetic” of the late seventeenth century, illustrated by the work of John 
Graunt (1662/1977); in the nineteenth century, it pulled away from the other social 
sciences derived from the same source. The present chapter adopts a long-term 
perspective in order to discern the links between those historical stages and the 
aggregation levels—and to show the place of multilevel analysis in demography’s 
evolution over the centuries. 

We will show the privileged position of analysis at the aggregate level—most 
often, an individual country—from the inception of demography to the mid-twentieth 
century. This analysis was informed by methodological holism, which produced 
(1) population censuses, performed at regular intervals to obtain an instantaneous view 
of the population, and (2) comprehensive measurements of the events experienced by its 
members. There was no room for the individual in the analyses and tables derived from 
these censuses, which were attached to civil-registration statistics: the analyses and 
tables showed relationships external to the life of individuals, who expressed the 
constraints laid down by the society in which they lived. These constraints can remain 
identical for long periods; when they change, they can do so very gradually, adjusting 
to new economic or social conditions, or rapidly in periods of crisis such as a war or 
an economic recession. This effect occurs in a historical time-frame, which justifies the 
use of period analysis, and in a homogeneous national space, which justifies the 
analysis on aggregate data. 

The lagged effects of World War II—on marriage, for example—cast doubt on 
the effects identified by period analysis. The use of fictitious cohorts displaying the 
behaviours observed in a given period led demographers to postulate the existence of a 
fictitious cohort that—in such demographic-recovery periods—would make a life-long 
effort to catch up on a lag it never actually experienced (Henry, 1966). Likewise, the 
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effects of period events may impact the lives of individuals much later than at the time 
of their occurrence—hence the need to develop an individual approach accommodating 
those effects. 

Cohort analysis initially enabled demographers to introduce the time lived by 
individuals and to illustrate more clearly the effect of wars or economic crises on the 
deferral of the events studied to better times. The implementation of such an approach, 
however, required very restrictive hypotheses: the homogeneity of the population 
studied and independence between events. These hypotheses allowed the use of 
individual data from civil-registration records in aggregate form to compile cohort 
tables. However, survey data, using much more abundant and detailed information than 
the civil-registration records, showed that the hypotheses did not hold up and needed to 
be waived. 

Event-history analysis offered a solution to these difficulties, by examining the 
entire life of a sample of individuals: demographers could now analyse the 
interferences between the events experienced by individuals and the effects of 
individual characteristics on the events. The focus of the analysis thus shifted from 
society as a whole to the individual, situated in a heterogeneous society and 
experiencing interdependent events. This led to methodological individualism. 
However, the analysis centred not on the individual in all his or her complexity, but on 
a statistical individual, subjected to a specific process by the events and characteristics 
examined. 

Whereas the aggregate-level analysis demonstrated processes at work at the 
population level, the individual-level analysis showed the mechanisms underlying 
individual behaviour. But are the two approaches entirely antagonistic? Might it not be 
possible to interlink them in order to improve our knowledge of human behaviour? 
Somewhat later than education, demography tried to gather individual data and 
aggregate data into a single model: Mason et al. (1983) and Wong and Mason (1985) 
conducted multilevel analyses—of fertility and contraception respectively—through a 
simultaneous study at the individual and aggregate levels: the aggregate levels 
consisted of the individuals’ countries of residence. The authors used data from the 
World Fertility Surveys performed in several developing countries. Such analyses were 
later extended to a variety of segmentations (villages, ethnic groups, regions, etc.) and 
to fuller models than the logistic regressions used in these early examples. We will 
show how this led to the introduction of multilevel event-history models, which are still 
under development and continue to raise many issues examined here in detail. 
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1. INRODUCTION 

 

Although the word demography first appeared in print in the nineteenth century 
in Guillard's Eléments de statistique humaine, ou démographie comparée (1855), its 
origins can be traced back to what in the seventeenth century was known as political 
arithmetic, a term introduced by Petty in the 1670s (Dupâquier, 1983) and the title of 
his book published in 1690. The earliest application of thorough going statistical 
methods to the study of populations was in fact the work of Graunt (1662/1977), where 
for the first time the information contained in the Bills of Mortality was treated as a 
source for measuring the population of a country or region. This was a revolutionary 
idea at a time when the events of human existence such as birth, illness and death were 
believed to be the prerogative of God and hence not admitting of scientific inquiry. 

Let us take a closer look at how Graunt envisaged this political arithmetic. In 
common with most of the natural sciences at the time, the approach was essentially 
descriptive, the purpose being to produce accurate measurements of a state's population 
and of the various phenomena responsible for keeping it at a given level. It is important 
to appreciate that no reliable census of the population existed at this time, so that the 
only means of estimating the population of a city, let alone a country, was by making 
highly speculative calculations. Contemporary estimates of the population of London, 
for example, varied between two million and six million. The first task was thus to 
produce a more reliable estimate of this population based on the sources available at the 
time (the Bills of Mortality and the Bills of Baptism) and with a careful and critical 
examination of their quality. Working with what he judged to be the most credible 
hypotheses, Graunt demonstrated that the population of London was close to 380 000 
and not the millions previously thought. 

As the above shows, although essentially descriptive in approach the new 
science found it necessary from the outset to propound hypotheses about the 
populations and events that formed its field of inquiry. The idea that prevailed in the 
eighteenth century was that a kingdom's population stayed more or less unchanging 
through history, and although epidemics, wars and natural catastrophes and so forth 
caused localized and short-term variations, these were quickly made good by the return 
of prosperity and the concomitant increase in births. By working on larger and larger 
populations, compensations would operate, revealing greater regularity and effacing 
these localized variations. In The Divine Order (1741/1979), Süssmilch interpreted this 
regularity as the action of Providence, a view that well illustrates the importance of the 
religious outlook in the early development of political arithmetic. Later on, however, 
rationalist thinkers suggested that human phenomena might be subject to laws as strict 
as those which had been discovered in the natural sciences. 

The existence and assumed form of these laws provide the starting point for our 
discussion. The lack of censuses in the seventeenth and eighteenth centuries obliged the 
early analysts to make hypotheses about the relationships which existed, at a given 
point in time, between the events observed (births, marriages and deaths) and the 
populations in which they occurred. A question that began to be explored was that of 
the variation in a population consequent on the births and deaths it experiences. When 
Euler (1760) said that he had assumed that the total number living in one place remains 
the same, or that it increases or decreases uniformly, he was in effect anticipating the 
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concepts of stationary or stable populations that were not formalized until the start of 
the twentieth century (Lotka, 1939). 

In the nineteenth century, the main impetus for the study of populations came 
from Quetelet with his theory of the “average man”, but it was the sociologist 
Durkheim who did most to elaborate a theory for the quantitative analysis of human 
behaviour, based on clearly stated hypotheses and the method of concomitant 
variations. The same methodology was in fact presented fifty years later in Landry's 
(1945) treatise on demography, although the latter contains no reference to this famous 
precursor. This  method implies adoption of a period approach, which is examined in 
the first part of this chapter. The main source for this approach are population censuses, 
which provide “snapshots” of the population under observation at nearly regular 
intervals. 

Although the distinction between “historical time” and “individual time” was 
not at first clearly understood, some analysts had already made use of sources which 
followed individuals over their lifetime, such as data concerning tontines or annuities 
(Deparcieux, 1746). Later on, it began to be suggested that the period perspective 
employed by most authors might not be the only one possible (Delaporte, 1941). It was 
after the Second World War that demographers showed how this approach, based on 
hypotheses which completely ignored individuals' experience of time, produced results 
whose interpretation was problematic. Their solution was to develop methods of 
longitudinal analysis that could follow individuals over their entire lifetime and for 
which civil registration materials and population registers were the most important 
sources. So as to observe the various phenomena in isolation, this new paradigm treated 
them as mutually independent and occurring in populations that were assumed to be 
homogeneous. This approach is explored in the second part of this chapter. 

These hypotheses of independence and homogeneity were challenged, however, 
by the growing volume of survey results that provided more detailed information than 
population registers and civil registration sources. A need was increasingly felt for 
methods that could handle the interdependence of phenomena and the heterogeneity of 
populations. This change came at the beginning of the 1980s with the introduction of 
event history analysis. These techniques employed more complex mathematics and 
probability theory than had previously been used. The third part of this article is given 
over to exploring the theoretical notions that lie behind these methods. 

However, this approach is itself overly focused on the individual and neglects 
the influence on individual behaviour of the social context and its associated constraints 
and rules. A new theory was needed, one that retained the vantage point of the 
individual, in contrast to the period approach, yet that introduced multiple levels of 
aggregation so as to take account of the constraints which underpin individual 
behaviour. This methodological innovation is what is known as multilevel analysis. The 
fourth part of this chapter attempts to set out the conditions that must be met for this 
technique to be valid. 

A general discussion of the various paradigms that have been proposed is the 
framework for examining their respective contributions and for considering the position 
held by the multilevel approach in the development of hypotheses in demography. The 
point to stress here is that demography does not possess a collection of perspectives and 
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orientations that are fixed for all time; they are in fact specific to the society in which 
the researcher lives and are thus subject to change over time (Singleton, 1999). Our 
task, therefore, is to define carefully the different paradigmatic choices, identifying 
their specific features and assessing their fundamental premises. 

2. THE AGGREGATE PERIOD APPROACH 

Notwithstanding the great diversity in outlook and interests of those working in 
the field of political arithmetic up to the mid-nineteenth century, and in demography 
until the mid-twentieth century, we propose to show here that they had a certain number 
of intellectual positions and postulates in common. It is suggested that in consequence 
the whole of this long period can be identified with a single paradigm. This involves 
identifying the ideas and principles that underline this research, by demonstrating the 
unity which lies behind the apparent diversity of the authors and the research 
undertaken. 

From divine order to secular order 

The early authors discovered that the Bills of Mortality and Bills of Baptism 
could be used to count deaths by cause, births and so forth, and that from these figures 
firm conclusions could be produced. Graunt's (1662/1977) comment that he did not 
know what first led him to begin his completely unplanned work with the Bills of 
Mortality is clear evidence that contemporaries saw no interest in collating these 
weekly statements in tabular form. Yet such tables were to yield rich results, since 
providing care was taken to check the quality of the data, they made it possible to 
quantify with greater accuracy a large number of earlier approximations which now 
appeared far removed from reality. 

Once this discovery had been made, it could be asserted that the events 
experienced by man could, like other natural phenomena, be subjected to quantitative 
study. This is what Petty (1690/1963) had in mind when he wrote: “The Method I take 
to do this is not yet very usual: for instead of using only comparative and superlative 
Words, and intellectual Arguments, I have taken the course (as a Specimen of the 
Political Arithmetic I have long aimed at) to express myself in Terms of Number, 
Weight, or Measure; to use only Arguments of Sense, and to consider only such Causes 
as visible Foundations in Nature; leaving those that depend upon the mutable Minds, 
Opinions, Appetites of particular Men, to the Consideration of others” (p. 7). Although 
the result of his estimations contained numerous errors and approximations, Petty's 
comment in effect laid out what was to form the foundations of the social sciences. 

The primary aim of these early authors was to count the population so as to have 
a more precise idea of the actual figures, for comparison with earlier estimates that 
lacked any statistical basis. Many of these authors drew up a list of very similar 
questions for which they attempted to find answers (e.g. Graunt (1662/1977), Süssmilch 
(1741/1979), Moheau (1778/1994)), such as, what is the size of the population? how 
many men and women are there? how many are married and unmarried? and so forth. 

But the sources available to these early authors meant that sooner rather than 
later they had to resort to making hypotheses about the production of these figures for 
use in their estimations. For example, when they wanted to estimate the population of a 
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city or a country, they had only the numbers of deaths, births and other incomplete 
figures relating to these units. Consequently the relationships that existed between 
populations, deaths, births and so on had to be expressed as hypotheses, which could 
then be applied to the enumerated quantities in order to deduce the total population. 
This concept of the “multiplier” used in these calculations was employed by many 
authors, and did not become redundant until the introduction of exhaustive population 
censuses in the late-eighteenth and early-nineteenth centuries meant that these 
hypotheses were no longer needed. 

This technique presented a number of problems, as is illustrated by the argument 
that opposed Moheau and Condorcet (see Condorcet, 1776-1789/1994: pp. 130-141). 
Moheau (1778/1994) estimated the total population of France using observations for 
eight Généralités (administrative regions) in different parts of the country and for 
which population enumerations and birth statistics were available. The ratio between 
the number of births and the number of inhabitants was not constant across the regions 
but varied between 27.5 and 23.25. Taking the births registered for France as a whole 
and an average value for the multiplier of approximately 25.5, Moheau produced a 
figure of 23 500 000 for the total population. Condorcet attacked this estimation, 
stating: “If, on the basis of observations made on a certain number of men, I want to 
determine with accuracy what the situation is in a large country, my experiment must 
be conducted on men drawn from that country's different climates and types of air, from 
its different social orders and conditions of existence” (p. 132). In other words to obtain 
a valid estimate it is necessary to take a representative sample of the country's 
population, a criterion that Moheau's observations do not respect. 

This criticism had far-reaching implications in that it opened the way for the 
study of population to go beyond simple enumeration to analysis. A satisfactory 
solution to the problem exposed by Condorcet required use of what would later be 
referred to as regression methods in order to determine relationships between births, 
populations and the characteristics of the different regions of a country. This leads us to 
consider the use of statistics and probability theory in the scientific study of population. 

It is in fact crucial to realize that political arithmetic was born just a few years 
after the correspondence between Pascal and Fermat (1651/1986) in which they laid the 
bases of probability theory of. These concepts were employed in the very first works of 
political arithmetic. For example, Graunt (1662) reported that he bet equal odds that a 
man picked at random would live another ten years; and Deparcieux (1746) wrote an 
Essai sur les probabilités de la durée de la vie Humaine [Essay on the probabilities of 
the length of human life]. The emergence of probability theory opened the way for an 
entirely new way of considering human phenomena. Previously, because the timing of 
these phenomena could not be predicted it was thought that their occurrence could have 
no rational explanation. Each individual was believed to have a unique destiny that 
could be interrupted at any time. Consequently it appeared futile and unnecessary to try 
to find laws that implied a certainty of occurrence, comparable to those already known 
to govern the workings of physical phenomena. In other words, calculations about a 
man's death were excluded, whereas the laws governing the trajectory of a falling stone, 
which under fixed initial conditions will always be the same, had been formulated. 

A full account cannot be given here of the bases of probability calculation (see 
for example: Matalon (1967), Suppes (1981)), which is a vast field of inquiry. Attention 
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is instead focused on how the basic hypotheses of probability and statistics have been 
applied in the social sciences. The important point to appreciate is that the two 
disciplines developed at the same time and that progress in probability theory was 
paralleled by progress in the social sciences. 

As an example let us consider the study of mortality. It is not hard to see that 
these applications were conducted from the “objectivist” perspective. The law of large 
numbers propounded by Bernouilli (1713) states that the value of the ratio between the 
number of events observed and the total number of individuals exposed to the risk, 
approaches the theoretical probability as the number of individuals observed 
approaches infinity, the assumption being made that this population is homogeneous. A 
probability of dying can thus be considered as closer to the corresponding probability 
the larger the population being observed. This is why uncertainty is justified when 
small populations are being observed and indicates the desirability of working on 
complete data. Süssmilch (1741/1979) stated that the inexactitudes of small figures 
disappear when the numbers being compared are large, thereby showing his 
commitment to the objectivist approach. This is also the reason why censuses and an 
exhaustive system of civil registration became accepted during the nineteenth century 
as the indispensable source for the study of society. 

Towards a statistical period analysis 

Let us now consider the type of inference that is required in order to move 
beyond simple description to explanation and an authentic analysis of phenomena. 
Establishing whether or not the phenomenon being studied is influenced by a particular 
factor raises the question of how to define and measure this factor, and of how to 
identify the relationship between the phenomenon being studied and those which may 
explain it. We begin by considering the problems of measurement. 

As was seen earlier, in the perspective adopted here measures have to be 
aggregated to estimate the probabilities of different events. This means that the 
probability of a given event can be determined by working either on an entire 
population or on a large enough number of sub-populations. But if the aim is then to 
relate this event to another event or to another characteristic, this is impossible when 
considering the whole population, since two marginal probabilities tell us nothing about 
any link that may exist between them. Such a relationship can only be identified when 
working on sub-populations. To take a simple example – that will be referred to 
throughout this chapter – if we know only the migration probabilities for the whole 
population and the proportion of farmers in that population, no relationship can be 
established between these two quantities. One solution is to divide this population into 
a large number of sub-populations and to estimate the same quantities for each. The 
migration probabilities can then be calculated for farmers and for the rest of the 
population, under certain hypotheses which, as will be seen shortly, may vary. 

This way of reasoning was obviously not present when this approach first 
developed, but it did underlie early efforts to identify relationships between 
demographic phenomena. The work of Süsmilch (1741/1979) was already moving in 
this direction. When comparing urban and rural mortality in different countries, he 
concluded: “The difference between the towns and the villages must be traced to the 
forms of nourishment, the manners and the customs” (p. 335), thus implying that 
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different phenomena could be inter-related. Likewise, rather later, Quetelet (1869/1997) 
when introducing his theory of the average man affirmed that “man is under the 
influence of causes of which most are regular and recurrent. By means of a sustained 
study, it is possible to determine these causes and their mode of action, as well as the 
laws they give rise to, though to succeed in this, very large groups must be studied, so 
as to eliminate from the observations all that is merely accidental or individual. 
Probability calculation shows that, all things being equal, one comes closer to the truth 
or to the laws one is trying to define, the larger the number of individuals on which 
observations are based” (p. 33). 

Of the various applications of this approach, we give here an example that 
Quetelet borrowed from Sadler (1830). Examining the link between fertility and 
nuptiality in a given country, he divides the country into departments (France) or 
provinces (Belgium). For each of these units he then calculates the proportion of 
marriages and the number of legitimate children per marriage. A comparison of these 
two quantities leads him to observe that “the places which have the greatest number of 
marriages each year are those where the fertility of marriages is lowest, by a form of 
compensation which prevents a country from having too rapid a growth of 
population”(Quetelet, 1869/1997, p. 80). It is clearly a correlation that he observes 
between these aggregated quantities, and no attempt is made to show that one is the 
cause of the other. A correlation of this kind carries no causal implication and may be 
due to a third factor, without any causal relationship existing between the first two. 

In my view it was Durkheim (1895/1937, 1897/1930) who gave the clearest 
statement of the objectives of this social science and of the means for their realization, 
at the same time as offering a critique of his predecessors' approach, and in particular of 
Quetelet's “average man”. The latter theory can provide explanations of human 
behaviour, if it is accepted that it depends solely on the country in which it occurs and 
on the correlations that exist between the various social facts in the society. But the 
raison d'être of this behaviour is not explained and the underlying causes have to be 
sought elsewhere. 

Durkheim's starting point is that social facts are independent of their function in 
society and that without being changed they can be employed for different purposes. 
This function is the priority for study, whereas identifying the usefulness of a social fact 
is of secondary importance. However, this function cannot be considered without taking 
account of the various constituent elements present in the society being studied, such as 
the religious, domestic and political groups, and how these are associated. Social 
phenomena must therefore vary according to the forms of this association and the 
organization of these constituent parts of society. The function of a social fact can thus 
be identified by relating it to other social facts, though the social system itself is the 
basis of this explanation (Franck, 1994). 

In these conditions how can it be proved that one phenomenon is the cause of 
another? Ethical considerations preclude use of authentic experimentation in most of 
the social sciences. Some form of comparative method has therefore to be used, and of 
these the most effective is the method of concomitant variations, as proposed by 
Durkheim (1895/1937). The idea behind this is to see whether the variations exhibited 
by the phenomena in a sufficient number of cases are evidence of interdependency 
between them. Thus when Durkheim observed that the proportion of suicides in 
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different provinces of Prussia varied with the percentage of Protestants (Durkehim, 
1897/1930), he concluded that suicide was inversely proportional to the degree of 
integration of religious society, since in his view the Protestant church was “a less 
strongly integrated church than the Catholic church” (p. 159). This method is the same 
as that proposed by Landry (1945), for whom understanding of a temporal or spatial 
variation required identification of the relationship of concomitance between the 
phenomena being studied. It amounts to what in present-day vocabulary would be 
described as a regression analysis between the percentage of suicides and the 
percentage of Protestants living in different regions. A simple example, that has already 
been referred to, can be used to give this model a more precise formulation. 

For this purpose we work with Norwegian data1 relating to the generation born 
in 1948, which gives each individual's occupation at the 1970 census. Individuals are 
identified who have changed region in the following three years, distinguishing 
between farmers and the rest of the population. If  and ma ma  are the migration 
probabilities of farmers and non-farmers, which are required to keep the same level in 
every region of the country, it can easily be shown (Courgeau, 2000b) that the 
migration rate for region , , will be a linear function of the proportion of farmers in 
each region, a  (see figure 1): 

m j.
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Figure 1: Aggregate-level model 

0

0,05

0,1

0,15

0,2

0,00 0,05 0,10 0,15

Proportion of farmers

m
ig

ra
tio

n 
ra

te

 

Figure 1 gives the increase in the estimated migration rates with the proportion 
of farmers and the extrapolation of these results shows the migration probability of 

                                           
1 The Norwegian statistical services allowed me to use the files produced from the population register 
and created by Kjetil Sørlie and Øysten Kravdal 
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farmers to be five times higher than that of non-farmers (0.60 as against 0.12), if the 
hypothesis that these probabilities are independent of the regions is verified. 

Can this approach be generalized to handle any number of explanatory 
characteristics? If these are independent of each other it can be shown that separate 
relationships of type [1] give the same result as a single relationship that combines all 
these characteristics. Durkheim (1895/1937) used separate analyses of various 
characteristics to show that suicide was inversely proportional to the levels of religious, 
domestic and political integration prevailing in the society. The same result could have 
been obtained by examining all these characteristics simultaneously, if the hypothesis 
of independence in their effects is verified. If this hypothesis is violated, however, the 
relationship between the phenomenon being studied and the explanatory characteristics 
cannot be estimated accurately, when we have only the marginal percentages for 
individuals presenting these various characteristcs (Courgeau, 1999b). 

We also need to consider how time is incorporated in such an analysis. For the 
early authors, who suspected the existence of laws as strict as those governing the 
physical world, human phenomena could not be time-dependent as such but merely 
experienced short-term variations that were quickly followed by a return to equilibrium. 
This is what Halley (1693) had in mind when he spoke of “the mortality of mankind”. 
However, observation of increasingly large populations revealed this hypothesis to be 
untenable and showed that populations could in fact experience very long periods of 
continuous growth or contraction, for example. Notwithstanding this fact, observation 
of a population at a given point in time, by means of a census, is not affected by such a 
variation. The great strength of this approach is that by basing analysis on “snapshot” 
views of a population it does not initially have to consider its changes over time. These 
can be analysed later by comparison of two or several “snapshots” taken at different 
points of time. 

This approach is at the origin of what demographers refer to as cross-sectional 
or period analysis, and which was used almost exclusively until the end of the Second 
World War. It makes the assumption that behaviour in any given period depends on the 
events of an economic (e.g. economic crises, periods of full-employment), political (e.g. 
wars, revolutions) or more generally social nature (e.g. changes in the integration of 
social groups, in values) occurring at the same time. On the other hand, it also makes 
the assumption that the past, the lived experience of generations, has no influence on 
present behaviour. 

Recent developments of this approach 

Given the difficulties of estimating the populations of different countries in the 
seventeenth and eighteenth century, before the introduction of censuses, it is clear that 
any attempt at estimation of long-term change in the population would have been futile. 
Moreover, as already noted, in the early days of political arithmetic the dominant 
hypothesis was that of a constant population. Before long, however, observation had 
shown that demographic phenomena could not realistically be treated as constant over 
long periods and that these variations could be interpreted in relation to each other. 

These observations were at the origin of demographic transition theory, which 
has provided an analytic context for the comparison of the snapshot views produced by 
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successive censuses. A partial formulation of this theory had already been given by 
Landry (1909/1982) and a definitive statement was produced by Notestein in 1945. 
Although it cannot be described in full here the essentials of the theory as they relate to 
the period approach in demography need to be identified. A more comprehensive 
account can be found in Burch (1999). 

Demographic transition theory aspired to offer a universal explanatory 
framework for relating long-term demographic change to the various economic, 
sociological, ecological and psychological changes occurring in the world over the 
same period. The theory was closely associated with the cross-sectional approach since 
it sought to explain changes in conditions at a point in time by reference to 
characteristics that were also specific to one point in time. However, inasmuch as it 
introduced results from a range of social sciences it did represent a broadening of 
perspective. 

The demographic indicators used in the model were extremely simple - rates of 
mortality and fertility and of international immigration and emigration - and were 
usually single country-level though larger groups were also employed. Slightly more 
sophisticated indicators were sometimes used but they were always period measures: 
child mortality rates, life expectancy, total fertility rate, and so forth. The explanatory 
factors were intended to characterize different turning points in the history of a country, 
such as agricultural and industrial revolutions, diffusion of new norms, and cultural 
changes. 

This theory was developed from an initial schema which presented 
industrialization and urbanization as the main driving forces in this transition (Davis, 
1945). The changes wrought by these two major phenomena brought about a decline in 
mortality, which, with some lag, was responsible for a reduction in fertility, consequent 
on larger family size due to the survival of more children and the higher cost of child-
rearing. This explanation is in fact not always empirically substantiated – in some 
countries a mortality decline has not preceded a reduction in fertility, and the change 
has occurred in the opposite direction (Coale, 1973), thus contradicting the universality 
of the sequence. 

Zelinsky (1973) argued that this transition had to be situated in geographical 
space and demonstrated that expanding the list of phenomena to include spatial 
diffusion in the analysis helped make sense of the “mobility transition” which occurred 
in parallel to the “fertility transition”. This spatial approach was completed by Cleland 
(1985) whose “ideational theory” explains the differences in the timing of the transition 
in different countries by reference to information diffusion and the establishment of 
new social norms concerning fertility control. 

Economists have also contributed to the debate over this transition. Becker 
(1960) and Schultz (1973) have emphasized the role of three characteristics in 
explaining couples' decisions: the relative cost of children compared with other goods; 
couples' income levels; and their preferences over the choice between bringing up 
children and other forms of consumption. Easterlin (1961) postulated that women from 
large birth cohorts tend to have fewer children than those from smaller birth cohorts, 
thereby causing cyclical variations in period fertility. A more detailed formalization of 
this approach (Easterlin and Crimmins, 1985) has eventually led to a new economic 
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model, with the addition of a number of sociological determinants: “the supply of 
children”, denoting the number of children the parents would have in the absence of 
conscious birth control; “the demand for children”, corresponding to the stated desired 
number of children; and “the costs of fertility control” which are psychic, social and 
monetary. However, attempts to fit this model to empirical data have not been wholly 
convincing (Wachter and Lee, 1989). 

Lesthaeghe (1983) has suggested in addition to economic considerations a shift 
in personal values in favour of individualism and self-fulfilment, attributed to the rise of 
secularism and materialism in society. For his part, Caldwell (1982) speaks of the 
“emotional nucleation of family”, whereby the money, goods and services that used to 
go to parents now go to children, a process he refers to as an intergenerational reversal 
of “wealth flows”. 

More generally, these theories have contributed to a systemic approach to 
population change. In common with those already outlined, this method attempts to 
establish links between facts occurring in very disparate domains at a given time and 
from them deduce the evolution of the system at the next instant. The complexity of the 
system results in recourse to simulation models. Unfortunately such models often 
impose a simplification of the relationships between the different elements of the 
system and this can quickly lead to outcomes very different from those actually 
observed. 

Lastly, Bonneuil (1997) has applied viability theory to introduce a random 
component into these deterministic models. As in the previous examples, it is assumed 
that the evolution of a group can be represented by a small number of characteristics. 
This group is subject to a certain number of constraints. The trajectories which allow its 
survival are thus not insignificant and will be determined by the various controls which 
the group can act upon. The author uses the theory to calculate which among all the 
possible trajectories produce viable outcomes, and to identify the periods of stagnation 
and of jumps between norms. Applied to changes in Swedish fertility since 1930 
(Bonneuil, 1994), this model has outperformed the Easterlin hypothesis in predicting 
the sharp changes in population behaviour associated with the Second World War. 

The different theories presented above may describe changes affecting 
demographic phenomena in some parts of the world yet fail to explain the behaviour 
observed in others. The question thus arises of their legitimacy, since they postulate a 
purely holistic approach to the evolution of humanity. Is it the case that the transitions 
occurring in different countries have the same causes? Is a decline in mortality a 
prerequisite for the reduction in fertility? Would we not expect the changes to differ 
widely depending on when and where in the world they occurred? The countries which 
had their transition at the end of the nineteenth century are not in the same position at 
all as those which had it the end of the twentieth century. 

As can be seen, these theories are based on the same hypotheses as the period 
analyses: changes affecting populations are related to the conditions in which they live. 
The validity of the theories thus depends on the solidity of these hypotheses. It is time 
now to examine the paradigm which links all these results together. 
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An underlying paradigm 

This paradigm, never clearly stated by the early authors, can be deduced from 
the presentation given above. Broadly construed, a paradigm dictates what constitutes 
legitimate activity in the scientific domain that it governs (Kuhn, 1972). While such a 
paradigm is by its nature hard to define with precision, its form can be delimited by 
principles that are sufficiently general. Thus in the present case it can be said that social 
facts exist independently of the individuals whose lives they regulate. They are shaped 
by the economic, political, religious, social and other characteristics of the society, and 
the result is a form of causality that originates not in the individual but in society itself 
and whose effects are felt by the population as a whole. From this interpretation follows 
the form of data collection, namely the comprehensive recording at regular intervals of 
information on the characteristics of the population and its physical and social 
environment. This approach can thus be described as a holism, in that it explains 
change in a society by reference to its overall structure and not to individual free will. 

Development of this paradigm can be traced to the period of consolidation of 
political arithmetic, when data from registers began to be analysed in a cross-sectional 
perspective, and it was reinforced from the start of the nineteenth century with the 
creation of official national statistical services and the introduction of censuses. These 
supplied “snapshot” views of the population in its totality and recorded numerous 
characteristics of individuals and households. Combined with civil registration data, 
also treated in a cross-sectional perspective, they were the raw material for a 
comprehensive study of the mortality, fertility and nuptiality of populations at a given 
point in time. Where population registers also existed or where censuses contained a 
question about the previous place of residence, the country's internal migrations could 
be analysed in the same way. 

The analytical method elaborated by Durkheim was perfectly suited to this 
approach. Indeed, he acknowledged the value of statistics for isolating social facts 
(Durkheim, 1895/1937): “They are in effect expressed in numerical form, with real 
accuracy, by the rates of nuptiality, births, suicides, that is by the number obtained by 
dividing the total annual average of marriages, births, and deliberate deaths, by the 
number of men of an age to marry, procreate, and commit suicide” (pp. 9-10). These 
rates are too simple to give an accurate reflection of the phenomena being studied but 
although more sophisticated period measures can of course be elaborated the principle 
remains the same. 

Other tools for the analysis of these period statistics, some of which had been 
prefigured by the political arithmeticians, were developed in the course of the 
nineteenth century and the first half of the twentieth century. The shortcomings of 
concepts such as the birth rate and the ratio of baptisms to marriage, for measuring the 
fertility of populations were soon recognized. New indexes were devised, requiring new 
questions to be included in the censuses or civil registration system. For example, the 
method elaborated by Körösi (1896) for construction of cross-sectional fertility 
functions by the age of spouses gave a more complex but more realistic measurement of 
fertility. A number of summary indexes were also developed, such as the total 
legitimate fertility rate and the cumulated marriage frequency – the problems associated 
with their use will be discussed later. Other refinements were proposed, such as the 
introduction of women's age at marriage for legitimate fertility, the sex and birth order 
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of children, the religion and occupation of the parents, etc. An excellent synthesis is 
provided by Landry's Traité de démographie (1945). 

Indices of this kind can be used with regression methods that relate them to each 
other and, more importantly, to various aggregate characteristics of the zones inhabited 
by the individuals. Such regression models still find applications today. Puig (1981), for 
example, relates emigration and immigration rates for the French regions to selected 
aggregate characteristics of these regions (e.g. average income, unemployment rate). He 
states clearly that these characteristics had been selected according to a preconceived 
explanatory schema of individual migratory behaviour, applying hypotheses identical to 
those framed by Durkheim nearly one hundred years earlier. 

Problems encountered in the application of this paradigm 

This paradigm predominated almost unchallenged until the end of the Second 
World War. Exceptions had first been noted during the early days of political 
arithmetic. The relationship between the value of annuities and the mortality of the 
population led some authors to adopt a longitudinal rather than cross-sectional analysis 
of mortality. Following the example of earlier authors, such as Jean De Wit in 1671 
(Dupâquier, 1985), Deparcieux (1746) constructed life tables of annuity holders for 
1689 and 1696, observed up to the start of 1742, by their age when the annuity was 
purchased. But this use of a longitudinal approach was not incompatible with the period 
approach, since the underlying hypothesis was that of a stationary population. 

It was however the use of summary indices constructed on the basis of period 
life tables that generated a renewed interest in this longitudinal approach. Elaborated to 
provide answers to entirely legitimate questions, these indices sometimes produced 
results that were hard to interpret and even logically inconsistent with what they were 
supposed to be measuring. For example, when estimating a survival probability at a 
particular age, the complements to one of the period mortality probabilities from birth 
to the age in question can be combined. But the result obviously cannot refer to any real 
generation, since it measures the effect of mortality conditions at a particular point in 
time (e.g. epidemic, harsh winter) on a synthetic cohort. Comparison of such an 
estimate between different populations or sub-populations of the same country, 
observed at the same time, is thus not as straightforward an operation as it first appears. 
In particular, it is important “that the generations do not start the year to be studied with 
particular experiences which largely condition their mortality in the course of the year” 
(Pressat, 1966, p. 137). What is being attempted here is a use of cross-sectional analysis 
to obtain results for generations, although the analysis is actually on a synthetic 
generation that does not correspond to any real generation. 

Still more serious difficulties are encountered when studying phenomena such 
as fertility or nuptiality, where periods of postponement are followed by periods of 
recovery, as after an economic crisis or a war, for example. As Henry (1966) explains: 
“in the course of a period of recovery, behaviour is influenced by the earlier delay. 
Attributing to a synthetic cohort a set of indices observed during a period of recovery in 
fact amounts to postulating the existence of a generation which, during its entire 
existence, is trying to make up ground that it had never lost” (p. 468). This explains 
why the period sum of first marriage rates by age, which measures the quantum of 
nuptiality and which in a real cohort must always be less than unity, can take a value 
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much higher than unity in a synthetic cohort. The figure stands above 1.5 in 1946 for 
France, just after the Second World War. For a more detailed discussion on this topic 
see Keilman (1986) and (2001), van Imhoff and Keilman (2000). 

In addition, the assumption that behaviour is influenced only by the economic, 
political and social conditions prevailing at that particular time has raised a growing 
number of questions. For example, the demographic problems caused by wartime 
conditions are problems not just at the time but affect the generations experiencing 
them over the very long term. More generally, greater weight needs to be given to the 
effect of fundamental factors which are much more closely linked to generations, who, 
as Ryder (1965) observes, share a common historical location and have lived the same 
experiences at the same ages. Period factors are in fact experienced at very different 
stages of life depending on the generation and may well also have different 
consequences. For example, for a young person an economic crisis may be an 
opportunity to experience different kinds of employment, between which he or she can 
later chose on the basis of experience, whereas for an older person it is more likely to 
produce successive periods of unemployment from which it will be hard to escape. 

Another consideration is that while the use of aggregate data was legitimate 
under the previous paradigm, this may not be the case for individual-level data. Using 
new methods, such as logistic regression, models can be estimated based on individual 
characteristics. But the results obtained are not necessarily consistent with those 
obtained with aggregate data. For instance, the positive association observed earlier 
between the percentage of farmers and the percentage of migrants merely shows that 
the highest probability of migration is associated with a high proportion of farmers, but 
we do not know if it is in fact the farmers or the non-farmers who migrate most from 
these regions. It is perfectly conceivable that the presence of a high percentage of 
farmers, by limiting employment opportunities in other occupations, means that non-
farmers are forced to migrate to find better employment, whereas farmers themselves 
do not have a greater reason to migrate out of these areas. 

Such a problem was highlighted some fifty years ago (Robinson, 1950). When 
the results obtained with aggregate data are not identical to those obtained with 
individual data, this produces what is known as the ecological fallacy . For example, it 
is often found that the correlations between two characteristics measured by binary 
variables for individuals and by proportions for regions give different results. Indeed, 
they may even be of opposite signs, thus leading to completely misleading results if we 
try to make individual-level inferences. 

3. COHORT ANALYSIS 

From the end of the Second World War, questions such as those described 
above encouraged demographers to reconsider the assumptions on which their analyses 
were based. Behind this change was the idea that the multiple problems associated with 
the period approach might be overcome by a cohort analysis which gave a more 
realistic account of individuals' own experiences over time. 
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The introduction of lived time 

Period analysis examined relations between events and characteristics 
considered simultaneously. Time had only a secondary role in the analysis, when it was 
necessary to move from one date to the next. The innovation involves placing 
biographical time, that is, the time actually lived by members of the population, at the 
centre of the analysis. Attention will then focus on the change over time of a 
generation, born in the same calendar year in a country, or of a cohort that experienced 
a defining event at a specific point in time. The behaviour observed corresponds to the 
various demographic phenomena  (deaths, births, marriage, migration, etc.) that will 
occur in the lifetime of the members of this generation. 

Adoption of this perspective means that the various phenomena will appear 
inextricably linked to each other – a death can prevent a marriage, a birth may occur 
before or after a migration, and so forth. Faced with this complexity, the demographer 
can adopt a simplifying approach to facilitate analysis, by assuming that the various 
phenomena are independent of each other. In this way the effect of other phenomena, 
considered to be interfering events, could be eliminated, thereby isolating the 
phenomenon being studied in the pure state (Henry, 1972). 

Let us see how the demographer proceeds in order to obtain these events in their 
pure state, for example first marriages. For this we will follow the argument developed 
by Henry (1972): “a premature death prevents unmarried people from marrying; this is 
the origin of the interference of mortality on nuptiality. To eliminate this we need to 
know how the people who died unmarried before age 50 would have married if they 
had lived. Since this is not known a hypothesis has to be made: it is assumed that those 
dying unmarried at a certain age a  would have married, had they lived beyond age a, as 
did those who were not dead at this age” (p. 77). A hypothesis of independence 
between marriage and mortality is thus made here, and an equivalent hypothesis has to 
be made for international migration. Once these hypotheses have been made, a marriage 
probability can be calculated from the population observed, which will be the same as 
that calculated if we had been working with a population not exposed to mortality and 
migration. If we use the term “quantum” to denote the proportion of individuals in such 
a cohort who ever experience a vital event, these indices allow the quantum of 
nuptiality up to age 50 to be estimated. If we use the term “tempo” for the timing of this 
event during the life course, their distribution in time will give its tempo. 

These notions of quantum and tempo can be used to obtain a correct analysis of 
the occurrence of all types of demographic phenomena. For example, the quantum for 
mortality thus calculated will necessarily be equal to unity, since everyone is mortal, 
while its timing will show if child mortality is very high, how mortality varies with age 
of individuals, and so on. It is possible to work with order-specific fertility and define 
the quantum and tempo of each birth; one can also look at fertility for all birth orders 
combined and calculate the completed fertility and age-specific rates, to see their 
timing, and so on. 

The results from such an analysis, based as it is on observation of a real 
generation or cohort, are free from some of the problems noted earlier for period 
analysis. For example, the quantum of nuptiality (first marriage) will always be less or 
equal to unity. The impact on nuptiality of a war or any other historical event can now 
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be clearly evaluated and measure the course of the subsequent recovery, according to 
the ages at which the generation experienced these events. 

This analysis makes the assumption that the population being studied is 
homogeneous. The key question is: How can the heterogeneity of the population be 
included so as to get a more realistic picture? Heterogeneity is harder to integrate in a 
longitudinal perspective than when working with period data. In the latter case, a region 
can be represented simply by each of its characteristics at the time of a census 
(proportion of shopkeepers, farmers, individuals with a given income, and so forth), 
which can be related to certain of its demographic characteristics (e.g. percentages of 
deaths, births) measured in the following year, for example. By contrast, when working 
in a longitudinal perspective the question arises of which characteristics to take into 
account, since they will be changing continuously over time. In addition, a continuous 
indicator of changes in, for example, occupation or income, is no longer available, 
because the civil registration data that are used to measure demographic events over 
time do not supply sufficiently detailed information about these characteristics. 

The solution envisaged by differential longitudinal analysis is to examine the 
occurrence of a particular phenomenon in groups defined by various characteristics 
(e.g. occupation, labour market status). In this case, however, there are losses from 
observation through mortality and international emigration but also because of exits 
from the group being studied. And there will also be entrances by individuals who take 
up the profession being studied, for example. These individuals will usually not be 
measured over the whole time and, more importantly, the hypothesis of independence 
between studied and interfering phenomena cannot usually be considered to be verified. 

Extension to multistate models 

This approach which analysed phenomena in isolation from each other was 
extended in the 1960s and 1970s by the introduction of models with the capacity to 
handle two or more demographic phenomena simultaneously while retaining the 
condition of independence between them. Schoen and Nelson (1974) introduced a 
model to analyse the transitions between marriage, divorce and mortality. Similarly, the 
multiregional models developed by Rogers (1973) introduce regional mortality and 
fertility by age as well as migrations between the different regions, also broken down 
by age. These provide the basis for multiregional population projections in which 
several demographic phenomena are treated simultaneously. This leads to the 
construction of Markovian models with a large number of states, in which the 
probability of experiencing an event is independent of the individual's past history and 
depends only upon his or her state immediately before its occurrence. 

The condition of independence between the different phenomena appears harder 
to satisfy when working on regional data than in the national context. It implies, for 
example, that an individual's probability of dying must immediately become the same 
as that of the zone to which he or she has moved. Yet individuals who have lived in 
regions where, for example, alcoholism-related mortality is very high and who 
themselves may be alcoholics, are unlikely to adopt a new pattern of behaviour as soon 
as they migrate to a region with lower alcoholism. In the same way, female migrants 
from abroad or indeed from a region with lower fertility than the destination zone may 
not adopt the latter's fertility level immediately. It has been shown that female migrants 
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to France from the developing countries adopt the fertility behaviour of French women, 
not immediately but only after a delay of varying length. Equally, different regional 
fertility levels are likely to be reflected in longer or shorter periods of adaptation. 

The probability of migrating from one region to another can of course depend 
on the age of the individual but is required to be independent of the length of stay in the 
initial region, of the earlier stages of the itinerary and of the length of these stages. This 
means that the individual's probability of returning to a region they had previously 
inhabited is the same as if they had never lived there. There is abundant evidence, 
however, that return migrations are much more common than migrations to third and 
not previously inhabited destinations (Courgeau, 1982).  

Finally, these models can only include migration rates from the different regions 
to other regions calculated in relation to the initial populations; they cannot include the 
populations of the destination regions. Yet it is known that inter-regional migration 
flows often depend on both the starting populations and the arrival populations. The 
elaboration of models incorporating both of these populations produces solutions that 
are no longer linear as in all the previous cases (Courgeau, 1991). In contrast to the 
previous Markovian model which produces projections with an ultimate stable growth 
ratio and distribution, these new models produce solutions that are completely distinct 
over the long-term: solutions that are cyclical and in some cases even “chaotic”. 

In conclusion, all these models show that the conditions in which longitudinal 
analysis is valid can be highly restrictive. We must now state its paradigm more 
explicitly in order to identify these conditions and the limits of their validity. 

Paradigm of longitudinal analysis 

The aim of this analysis is to isolate the various demographic phenomena in the 
pure state, thereby freeing them of interfering phenomena and allowing comparisons 
between countries or regions. Its paradigm can be approached by the following 
postulate: the demographer can study only the occurrence of one single event over of 
the life of a generation or cohort, in a sub-population “that retains all its characteristics 
and the same characteristics as long as the phenomenon is present” (Blayo, 1995, p. 
1504). We have already seen that this population is considered to be homogeneous, but 
for the analysis to be correct a further condition is that the interfering phenomena be 
independent of the phenomenon being studied (Henry, 1959). These two conditions are 
always present in the multistate models, where they are applied to each of the sub-
populations being analysed: the events that a sub-population may experience occur 
independently of each other, in conditions that are specific to the region the individuals 
inhabit. 

Under these hypotheses, data from civil registration and population registers can 
be used to obtain clear information about the demography of generations or cohorts 
defined by initial events such as marriage for studying legitimate fertility or a birth for 
studying the transition to the next birth. Census data can also be used to measure, for 
example, the frequency of celibacy or the proportion unmarried at different ages in 
different generations. The fundamental hypothesis, of independence between the 
nuptiality and mortality of unmarried people, allows these estimations to be made. 
When migration also occurs, the hypothesis of independence between nuptiality and 
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migrations seems less credible and caution is needed when interpreting census 
observations on the proportion unmarried. 

Behaviour which appears so strongly influenced by short-term events in a cross-
sectional analysis exhibits much greater regularity when considered at the level of 
generations. The curve of fertility variations fluctuates wildly when period analysis is 
used but appears much clearer in a longitudinal perspective, evolving smoothly from 
one generation to the next. Starting from seven children per women born before 1760, it 
falls continuously until the generations born in 1896, where it reaches a value of less 
than two children, followed by a recovery up to the generations born in 1930, when it 
stands at 2.6 children, followed by a steady decline to 2.1 children for the generations 
born in 1948, with finally a levelling out leading to 2.0 children forecast for the 
generations currently aged 40, that is those born in 1960. 

This paradigm makes possible the analysis of civil registration data, by 
measuring the quantum of various phenomena (e.g. proportion never-married at age 50 
in a particular generation, parity progression ratios) and the tempo of these same 
phenomena (e.g. distribution of age at first marriage for the first marriages in this 
generation before age 50, age-specific birth rates). Comparisons can be made of the 
behaviour of different generations or cohorts in the same country or between different 
countries. The demography textbooks associated with this approach treat phenomena 
such as fertility, mortality, migration, in separate chapters, since they are isolated in the 
pure state (Pressat, 1966; Henry, 1972). 

Henry (1959) gave a clear statement of the conditions necessary for a correct 
application of this longitudinal analysis: 

“The use of probabilities assumes that the cohorts are homogeneous, either for 
the event being studied or for the interfering event, or that there is no correlation 
between the two risks, that corresponding to the event being studied and that from the 
interfering event. 

This condition is still not sufficient to justify use of differed observation, at least 
not without correction of its results; it also requires that the risk due to the interfering 
event is not modified by the occurrence of the studied event. 

Given the multiple differences between people, we can be certain that no human 
group is homogeneous; everyday observation and reflection lead us also to the view 
that usually there is not independence between the risks” (p. 31). 

These conditions are fully consistent with the proposed paradigm. The author of 
the preceding comments, which actually establish very strict conditions for the validity 
of the longitudinal approach, indicated that in practice the approximate procedures 
employed to perform such an analysis are acceptable: “The answer would appear to be 
affirmative for fertility interfering with mortality. We have also given an example 
where at first sight it did not appear justified to treat a group as if it was homogeneous, 
and where, nonetheless, acceptable results were obtained” (Henry, 1959, p. 31). 

These analyses thus appeared to be acceptable, even though the underlying 
paradigm was not fully respected. It was when surveys providing more detailed 
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information than the civil registration and census data began to be used that the 
limitations of this approach really became apparent. 

Problems in the application of this paradigm 

The first point to note is that the focus of this analysis is not individual life-
courses observed over time, but rather a population into and out of which some 
individuals are moving. It is in this population, which is assumed to remain 
homogeneous over time, that the quantum and tempo of a phenomenon are calculated. 
Such an approach in effect denies any specificity to individual lives, and instead 
considers only the occurrence of an event in a population which as a whole remains 
identical over time because it is made up of units that are interchangeable. When this 
analysis divides the population into sub-groups between which there is migration, each 
of these must again be homogeneous. This approach is in fact a holism, albeit different 
from the previous one, being concerned only with comparisons between homogeneous 
groups and ignoring the existence of their component individuals. 

The events governing entrance to and exit from the target population must occur 
under precise conditions. The interfering events, such as mortality and emigration, 
which prevent some individuals from experiencing the studied phenomenon, and the 
competing events, such as unmarried cohabitation, which is in competition with 
marriage, must be independent of the studied phenomenon. If they are not, an obvious 
selection bias will remove from the population at risk some individuals having specific 
characteristics, and introduce other individuals who will modify the composition of the 
group. Since many demographic events occur within a short span of the life-course, 
they are competing with the studied phenomenon: a longitudinal analysis on the lines 
proposed means considering that the event is independent of the others, or abandoning 
the analysis because it is impossible. 

A further difficulty is that because this paradigm only allows the study of one 
single event, it is impossible to study losses from observation due to the occurrence of a 
competing event. Cause-specific mortality studies are thus completely excluded, unless 
the various causes are assumed to be independent of each other. In fact, it is obvious 
that eradicating one cause of mortality will affect the probabilities of dying from other 
causes, and this in a way that is virtually impossible to predict as long as the first cause 
still exists. In the same way, moves out of the unmarried state through either 
cohabitation or marriage cannot be studied, since the unrealistic assumption has to be 
made that these are independent phenomena. Finally, it is “also why a study should not 
be conducted on a population which can be entered through several different events” 
(Blayo, 1995, p. 1507). In all this adds up to a great many cases where the postulate 
rules out all possibility of analysis. 

Another set of problems is associated with the hypothesis of homogeneity. This 
was not a source of difficulty when analysis was carried out using civil registration data 
- for the simple reason that the hypothesis could not be verified. Civil registration data 
is valuable because of its exhaustivity, yet in consequence it supplies little very detailed 
information about the population being studied. For example, it tells us whether a birth 
is legitimate or not and about its parity, but it contains little about the life history of the 
couple on which to base a more detailed analysis of fertility. However, it is obvious that 
the population being studied is in many respects heterogeneous. 
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Period studies (Roussel, 1971) have shown that nuptiality in 1968 was much 
lower among farmers and farm labourers than among other occupational groups. There 
is thus a clear interest in studying this more specific sub-population, which is more 
homogeneous than the initial general population. But a new phenomenon then has to be 
taken into account, namely the departure from farming of the unmarried individuals. 
This will involve far more individuals than mortality or internal migration, and occurs 
at the ages when most marriages take place. Furthermore, it is hard to imagine that if 
these individuals had remained in farming their nuptiality would have been the same as 
those who actually did remain in farming. Even before they left farming they are likely 
to have formed a subgroup with a nuptiality different from that of the initial population. 
Moreover, within this group it is quite possible that farmers will have a marriage 
behaviour very different from that of farm labourers, and also a different likelihood of 
leaving the farming population. In this case the marriage probabilities, calculated on the 
sub-population of those who stayed in farming, are unreliable since the condition of 
homogeneity is not verified. 

The classical approach is then to divide this sub-population into an ever-
growing number of sub-sub-populations, in an attempt to guarantee homogeneity in 
respect of the phenomenon studied. As Henry (1959) remarked: “To determine exactly 
the practical significance of heterogeneity of human groups, differential demographic 
research needs to go down to the level of individual physical and psychological 
characteristics, so as to study both the dispersion and correlation of demographic 
indices within the crudely defined groups considered so far” (p. 25). These sub-
populations could be distinguished by place of residence – the probability of marriage 
for a farmer from the rich plains of the Beauce will certainly be different from that of a 
farmer from the rugged uplands of the Ariège – and by income, educational level, for 
example. Yet in this case we will end up with groups with so few members that they 
will be too small to sustain longitudinal analysis. Moreover, it is impossible to be sure 
that all the factors of heterogeneity in the population have been taken into account. 
There always remains an unobserved heterogeneity, whose effect on the probabilities 
will be completely unknown, which, as will be seen shortly, is not the case with event 
history analysis. 

Finally, analysis is further complicated by the possibility that individuals have 
of moving between groups. This can be illustrated using the earlier example of how 
migration among Norwegians is influenced by the fact of being a farmer. Applying 
longitudinal analysis to this case, it can be seen that in the course of their lives 
individuals can not only migrate but also change occupation. An individual who starts 
out as a farmer can change occupation, become unemployed or leave the labour market. 
Being a farmer is thus not a stable state through time, and the Norwegian population 
register does not provide a continuous observation of this occupation. Occupation is 
known only by means of censuses, which are only held at ten-year intervals. In this 
case, therefore, it is not possible to perform a longitudinal analysis of migration by 
farmers. But even if these changes were subject to continuous registration, there is no 
longer any reason to assume that the hypothesis of independence between entering and 
leaving farming is verified, as could still be assumed for the interaction of mortality and 
nuptiality. In this case, the longitudinal analysis, based on this hypothesis of 
independence, is not valid. 
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The conclusion would thus seem to be that a strict application of this paradigm 
to real demographic problems amounts to denying any possibility of serious 
longitudinal analysis of demographic events. It requires the target population to be sub-
divided to such an extent that the calculations lose all precision. In addition, it is so 
restrictive as regards the events being studied that it effectively rules out entire sectors 
of demographic analysis (analysis of competing events, of interactions between events, 
of events occurring in a population subject to entrance and exit). 

Given these multiple difficulties, it is reasonable to ask whether there is not a 
need to change the hypotheses underpinning the analysis, and provide a firmer basis for 
the arguments developed. 

4. EVENT HISTORY ANALYSIS 

More than thirty years after the introduction of longitudinal analysis, the 
beginning of the 1980s saw the development of a new approach in demography. This 
took the form not of further refinement of the methods of differential longitudinal 
analysis, the difficulties with which have been outlined above, but of a generalization of 
logistic regression methods, initially in cross-sectional perspective and subsequently in 
a longitudinal approach (Cox, 1972). We begin by examining the changes that made 
possible this analysis of individual-level events and how, by introducing time into 
analysis it offered a solution to the problems indicated above, before going on to set out 
the paradigm on which it rests. 

Introducing individual behaviour 

The first point is that the analysis of individual behaviour was not a possibility 
with either cross-sectional or longitudinal analysis. Both approaches, as has been seen, 
considered population from an essentially aggregate standpoint. The new approach 
innovated, firstly, by considering the phenomena studied as individual. 

In the period analysis of aggregate data, examined earlier, and by working on a 
certain number of sub-populations, the probability of experiencing an event was related 
to the probability of experiencing another event or of having certain characteristics. In 
this case, it was enough to know the marginal distributions of the events studied to be 
able, under given hypotheses, to estimate the relationship. The next step is to try to 
estimate the joint distribution of all the combinations of variables at the individual 
level, thus establishing a different kind of relationship between the occurrence of an 
event and the characteristics of an individual. Naturally this requires much more 
detailed data than an aggregate-level analysis, but the advantage is that it makes 
possible a clearer estimation of individual effects. In this way we reach a logistic 
analysis, which prefigures an event history analysis. 

Let us take another look at the example examined earlier of the effect of the 
proportion of farmers on the rate of inter-regional migration in Norway (Courgeau, 
2000b). An aggregate-level analysis produced a positive association: the more farmers 
in a region, the higher the probability of migration out of it. Working now with 
individual-level data, these probabilities can be estimated in another way, by a logit 
model, for example, which in this simple case is equivalent to estimating separately the 
migration probabilities of farmers and non-farmers. The probability for the individual i 
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present in region j of migrating (µ ij = 1 ) depending on whether he is a farmer ( a ) 

or not ( a ) can be written in the following form, which is independent of the 
region of residence j: 

ij = 1

ij = 0

1
1011 −α+α−+==µ ])[()( ijijij aexpaP                                                      [2] 

Once the parameters of this formula have been estimated, it is straightforward to 
calculate the migration probabilities of farmers and non-farmers (see figure 2) and the 
estimates of migration rates for each region (Courgeau, 2000b). 

 

Figure 2: Logit Model 
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This gives an opposite result to the previous one – the probability of migrating 
for farmers (0.09) is now more than a third less than that for the other occupations 
(0.15) – and the estimate of the regional migration rate with this model will decrease 
wile its proportion of farmers increases. The individual behaviour brought to light here 
contradicts the results obtained using aggregate-level data and which also estimate 
migration probabilities. Another look is thus necessary at the hypotheses that underpin 
these two approaches, which are mutually incompatible. This problem cannot be 
resolved until later, when the paradigm for the event history approach has been more 
precisely stated. For the moment let us continue to examine this approach. 

This analysis can easily be generalized to include any number of individual 
characteristics in order to explain a given behaviour. The problems of dependence 
between these characteristics are not the same in this case as in aggregate analysis. 
Indeed, if two characteristics are not independent of each other, this approach allows us 
to consider separately the individuals who have separately one of these characteristics 
but not the other and the individuals who possess both characteristics simultaneously. A 
logit model can still be used to explain the behaviour of these different groups. 
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This approach, whereby the events experienced by individuals over a short 
period of time are explained by their characteristics at the start of the period, presents a 
number of drawbacks. The first concerns the considerable information loss caused by 
aggregating events that occur over a period, in this case three years, and excluding their 
exact date of occurrence. Also excluded is the date of arrival in the region of residence 
in 1970, thus preventing measurement of an effect of duration of stay on the migration 
probability. Nor does it let us observe a time-dependent effect of the initial 
characteristics. The second drawback is that these characteristics are fixed at their 
measurement in 1970, and cannot vary over time. Once again, there is no reason to 
suppose a move out of farming will not modify the migration probabilities of 
individuals. Unfortunately this variation cannot be introduced in a logit model. 

Introducing time-dependent regressions 

We indicated earlier that an analysis with exhaustive longitudinal data could not 
be as detailed as one using cross-sectional data from combined census and civil 
registration sources. Further progress thus appears to be conditional on breaking out of 
the rigid straight-jacket of these administrative records. At the same time, however, 
when the information becomes too voluminous and detailed, its collection has to be in a 
non-exhaustive form. The solution to this double constraint lies with the gathering of 
individual life history surveys. 

Use of surveys means that questionnaires can be designed to provide answers to 
precise questions. It is therefore possible, bearing in mind the difficulties associated 
with longitudinal analysis, to collect more comprehensive information about the lives of 
the individuals being surveyed. We can then establish whether the effect of so-called 
interfering phenomena is really independent of the phenomena being studied and, if it is 
not, elaborate new analytical methods for measuring clearly its effects. 

These surveys must therefore record the maximum of events in the subjects' 
lives, including the timing of their occurrence and the intervals between them, so that 
the interdependencies between them can be explored fully. The surveys must also 
record as much information as possible about the respondents' characteristics and 
personal environments for inclusion in the analysis of behaviour. Two types of survey, 
each with its own advantages and disadvantages, are suitable for observing these 
various events and states. 

The first is the prospective survey in which the members of a sample are 
observed over their entire lifetime. Depending on the specific aims of the survey, it can 
begin at the birth of these individuals or at any other stage of their existence (at 
marriage, for example, in order to study their legitimate fertility, union dissolution, 
remarriage, etc.). The respondents can be re-interviewed annually so as to have a small 
number of events or characteristics to record. This produces extremely accurate 
reporting of the timing of the events. By contrast, many analysts are deterred by the 
time that has to elapse between the start of observation and analysis of the data, which 
can only take place after a sufficiently long period of time. In addition, subject loss in 
the course of the research, mainly due to moves to unknown destinations and to refusals 
to participate further, can be a source of bias in the results. The best example of such a 
survey is that carried out by Cribier and Kych (1999) on a sample of just-retired people. 
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Investigators often prefer to carry out a retrospective survey in which all the 
relevant events of interest and individual characteristics are recorded in a single round. 
The survey can be used immediately and there is no problem of subject loss in the 
course of the survey. On the other hand, such surveys are time-consuming and 
expensive to conduct (Courgeau, 1999a). It can be noted that there is a risk of bias due 
to selection by survival of the respondents, which is usually negligible (Lyberg, 1983). 
Reporting errors of timing, and omission of events by the respondents can also be a 
problem. We had the opportunity to evaluate these recall errors in Belgium, a country 
which possesses population registers. We were able to show that errors arose over the 
dating of events (Poulain et al., 1991) but that their logical sequence was remembered 
correctly (Courgeau, 1991). 

Whichever type of survey is used, some of the intervals between events will not 
be observed fully. Observations may be interrupted (censored) either by the date of the 
survey, in the case of a retrospective survey, or by the ending of the observation, in the 
case of a prospective survey, unless it is continued until all the respondents are dead. It 
is in fact possible to use this information, which tells us that the individual has not 
experienced the event being studied before the observation. 

The first analyses were concerned with observation of a single phenomenon that 
was to be explained by various individual characteristics. Menken and Trussel (1981) 
analysed marriage dissolution in relation to various socio-demographic characteristics 
of the respondents. Subsequent studies explored more complex interactions between a 
variety of demographic events, while taking into account the heterogeneity of the 
population being examined. 

The aim here is merely to present the general procedure involved, not to 
examine the methods of analysis in detail, and those interested are referred to works 
with a more mathematical (Andersen et al., 1993) or demographic content (Courgeau 
and Lelièvre, 1989, 1992). The example we will consider now is the interaction 
between nuptiality and leaving farming (Courgeau and Lelièvre, 1985), working with 
the generations born between 1911 and 1936 and resident in France in 1981. This is 
because the two phenomena studied, migration and leaving farming, cannot be observed 
through time in the Norwegian example used above. 

The principle of this method is to estimate the instantaneous hazard rates for 
nuptiality, for the same age, depending on whether the individual is still in farming or 
has left. Symmetrically, the instantaneous hazard rates for leaving agriculture are 
estimated for still single and already married individuals, still for the same age. If  
and  are two random variables, corresponding to the date of marriage and the date of 
leaving farming of individual i, the instantaneous hazard rate of nuptiality can be 
written, if the exit from farming has not occurred before time t: 
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and the instantaneous hazard rate of nuptiality, if the departure from farming has 
occurred before t: 
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A symmetrical formulation is given for the hazard rates of leaving farming 
depending on whether the individuals are not yet married or married. Estimation of 
these hazard rates is by the maximum likelihood method, which uses data about the 
individuals experiencing the various events, the populations at risk, and the right 
censored intervals at the survey date. 

These four sets of hazard rates give a preliminary indication of the 
interdependence between these various events, even before the other characteristics 
have been taken into account. If marriage of men who began their working lives in 
farming is appreciably more frequent after their departure from farming, whereas their 
change of occupation is not dependent on their marital status, this means that there is a 
local dependence (Schweder, 1970) of marriage on the exit from farming. This is what 
is actually observed in France for the male generations born between 1911 and 1935 - 
their working life takes precedence over their family life, with the former determining 
the latter, whereas the latter has no effect on the former. Conversely, for women there is 
a local dependence in the opposite direction - marriage has the effect of strongly 
“anchoring” them in the farming sector, whereas leaving farming does not modify their 
probability of marriage. 

This concept of local dependence is much closer to the concept of causality - 
even if strictly speaking causality can never be established in the human sciences - than 
the correlations measured in period analysis. Because it introduces time, it indicates 
that the occurrence of one phenomenon can bring about a change in the probabilities of 
experiencing another. A correlation, by contrast, gives no indication of causality, since 
the two phenomena may depend on a third, unmeasured phenomenon, and yet be 
independent of each other. 

It is of course possible to observe a reciprocal dependence between two 
phenomena, as is the case for the interactions between fertility and migration to 
metropolitan areas (Courgeau, 1987). A total independence between these events is also 
possible though this case appears much rarer. However, it is exactly one of the 
preconditions for application of the methods of longitudinal analysis, requiring 
independence between events, which is thus called into question. 

More complex dependencies can also be identified. For example, in the study of 
interactions between fertility and migration to metropolitan areas (Courgeau, 1987), a 
large reduction in fertility after the birth of one child is observed among women who 
migrate. The question thus arises of whether this is evidence of an adaptation to the 
behaviour of the destination area, whereby the women who migrate adopt the low 
fertility of city-dwellers, or of a selection, if the women who migrate are those whose 
fertility is already different from the women in the initial area. The women who 
migrated to the metropolitan areas timed their fertility before migration differently from 
that of women who remained in non-metropolitan areas. Moreover their timing was the 
same as that of women who had already moved to these areas. What is revealed here is 
an a priori dependence of fertility on future migration, which is responsible for this 
selection within the original population. 

Likewise, migration to areas of high fertility is observed to have a positive effect 
on the chance of having a second and third child. Using research of the same kind as 
above, it is possible this time to show an authentic adaptation of fertility behaviour 
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among women who migrate to less urbanized areas. This is because their initial fertility 
behaviour is no different from that of the women who remain in the metropolitan areas, 
but becomes identical after migration to that of women who have not moved from the 
less urbanized regions. 

Non-parametric analysis can be used to show how dependencies change with 
age. Thus, for example, young women born between 1911 and 1936, who have had a 
first child and gone back to work, are more likely to have a second child than those who 
have not returned to work. After age 30, however, the pattern is reversed, and it is the 
older women who are less likely to have a second child than those who have not 
returned to work (Lelièvre, 1987). 

Finally, a generalized Cox model can be used to examine the effect on these 
behaviours of various individual characteristics, some of these being subject to 
modification once individuals have experienced one of the events. For the nuptiality of 
farmers with a certain number of characteristics this model can be written in the form of 
a column vector Z: 
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where  is a baseline hazard rate independent of the characteristics , which 
may or may not be time-dependent, and 
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β  is a row vector of parameters to be 
estimated. As indicated above, it will be possible to take account of the interactions 
between these characteristics. 

Estimation of these effects is possible by means of maximizing the partial 
likelihood. In the case of women leaving farming, the fact of having many brothers and 
sisters is observed to hasten their departure, whether or not they are married, whereas 
the fact of being the eldest child or of having a father who is a farmer, keeps women in 
this sector as long as they are unmarried. Once they are married, however, these 
characteristics no longer influence their departure from farming. In addition, the 
characteristics of the husband can then also be introduced. Thus having a farmer for a 
husband greatly increases the likelihood for a woman of staying in farming, presumably 
because of the possibility of combining the two farms to create one larger and more 
profitable holding. 

The foregoing examples suggest that event history analyses can produce more 
firmly based conclusions than those obtained with longitudinal analysis. This approach 
had been used in different social sciences such as sociology (Tuma and Hannan, 1984), 
economics (Lancaster, 1990), epidemiology (Commenges, 1999; Keiding, 1999) and so 
on. 

In the next section we examine the paradigm which underlies these methods and 
assess its advantages compared with those of period and longitudinal analyses, as well 
as the drawbacks it nonetheless presents relative to the issues of demographic research. 

A paradigm for event history analysis 

The focus of interest is no longer the study of homogeneous sub-populations but 
a set of individual trajectories between a large number of states. The unit of analysis is 
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no longer the event but the individual life history, considered as a complex stochastic 
process. The aim is no longer to isolate each phenomenon in the pure state but, on the 
contrary, to see how an event in an existence can influence the rest of the individual's 
life, and how certain characteristics can induce one individual to behave differently to 
another. 

In this case, the paradigm can be approached by the following proposition: 
throughout his or her life an individual follows a complex itinerary, which at any given 
moment depends on the life-course to date and on the information acquired in the past 
(Courgeau and Lelièvre, 1997). This approach is unequivocally individualist. It 
postulates that a person's behaviour is to be explained by reference to his or her past life 
history, and not by looking to society for the reason for these actions. It is therefore 
diametrically opposed to the aggregated period approach which, as was seen, is a 
methodological holism. 

The first principle is that a group of individuals belonging to a particular 
generation or cohort is tracked through time. The main way that an individual can be 
lost to observation is by leaving the sample at the date of the survey, or of the study if 
the prospective technique is being used. Insofar as there is no reason for these dates to 
be linked in any way with the individual's life, the condition of independence is fully 
satisfied: the observation is said to be non-informative and these losses from 
observation can be allowed for when estimating the hazard rates. This it can be seen 
how the change of perspective overcomes the problem of interfering events. 

On the other hand, however, selection bias can occur, especially in retrospective 
surveys, since only the individuals who survive and are in the country at the time of the 
survey can be interviewed. In this case, it is often necessary to work on the assumption 
that the losses from the population under observation are not selective, unless 
population register data is available to adjust for this bias (Hoem, 1985). Such selection 
bias is reduced, however, if the event being studied does not occur in an elderly 
population or one particularly concerned by emigration. 

Analysis can be done on sub-populations that have experienced the same initial 
event, such as entrance to the farming population, for example, and then study the 
occurrence of an event such as marriage. If these individuals experience so-called 
“interfering” events (exit from farming), they do not move out of observation but can 
change their behaviour in respect of marriage. This can be tested by comparing the 
behaviour of farmers of the same age or with that of the population which had never 
been  farmers. By this means, as was shown earlier, we can establish whether selection 
has occurred or, on the contrary, if behaviour has been adapted. 

Whereas in classical longitudinal analysis there was no need to distinguish 
between interfering events and competing or concurrent events, these now have to be 
examined separately. As has just been shown, an interfering phenomenon – that we 
prefer here to call “interacting phenomenon” – modifies the probability of the studied 
event occurring. Conversely, what are described as competing or concurrent events are 
the different modalities of an event which has the same final outcome: e.g. cause-
specific mortality, union formation by marriage or by cohabitation. 
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It is important to be clear that the aim is not to find out what mortality from a 
particular cause would be if other causes were assumed to be eliminated, or the 
marriage probabilities if there was no cohabitation. Such questions are beyond the 
scope of the statistics with which we are working, and the answers proposed by some 
social scientists should be treated with extreme caution. Our objective is rather to show 
how these various causes act simultaneously, to examine how exit from the never-
married state occurs by either marriage or cohabitation, without attempting to 
distinguish these effects. In these conditions it is no longer possible to define a quantum 
for the transitions into these different states but merely to compare the relative 
probabilities and timing of the different transitions. 

We are thus equipped to examine how an event, be it of a family, economic or 
other nature, experienced by an individual whose past trajectory is known, will modify 
the probability of other events happening to him or her. For example, we might wish to 
examine how marriage influences professional career, spatial mobility, and the 
occurrence of events such as the birth of a child or the break from the family of origin. 
This corresponds exactly to what we have described as the analysis of interacting 
demographic phenomena, and is clearly consistent with the proposed paradigm. 

An analysis along these lines assumes an initial population that is homogeneous 
in terms of the process being studied, that is, at the start of the analysis the individuals 
are in the same state in relation to the process. But the population becomes increasingly 
heterogeneous with the passage of time, as it experiences the different interacting 
events. This hypothesis of homogeneity used in the first stage of the analysis in order to 
unravel the interactions between phenomena, must necessarily be discarded in a second 
stage. There is in fact no reason that the individuals of the initial population should be 
identical, and the time-dependent regression methods employed in a second stage 
enable us to explore their initial heterogeneity and that which is introduced over time. 

Any understanding of an individual's behaviour must take account of his or her 
social origins and past history. Behaviour is assumed to be not innate but to change 
over the course of the individual's lifetime in response to what is experienced and 
learned with time. Two individuals born into families initially very close in terms of, 
for example, social background, religious beliefs, occupation, but who followed 
completely different career paths, can be expected to have increasingly divergent 
behaviour in respect of the various demographic phenomena. 

In this way we arrive at an analysis of population heterogeneity, using a 
dynamic approach rather than a static approach as in period analysis. Regression 
analysis, used in cross-sectional analysis to relate aggregate behaviour to the 
characteristics of populations that are also aggregate, now has to be extended to the 
analysis of individual characteristics. When an individual is born, the range of possible 
life-courses is large. But these different trajectories are far from being of equal 
probability. The life history of an individual can therefore be defined as the result of a 
complex stochastic process, occurring over the time lived by the individual. 

These processes have been studied by probability specialists and statisticians 
using the theory of martingales (Dellacherie and Meyer, 1980), stochastic integration 
(Dellacherie, 1980) and counting processes (Brémaud and Jacod, 1977). These methods 
cannot be presented here and the interested reader is referred to the excellent synthesis 
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by Anderson et al. (1993). All that is given here are the main aspects of this approach, 
to illustrate its potential for making the best use of the proposed paradigm. 

An individual's life course is modelled as interacting stochastic processes 
occurring within a given generation or cohort (Willekens,1999, 2001). These 
individuals can experience a certain number of demographic events which cause them 
to change state. The order in which these events are experienced is of course not 
specified and may vary widely. But it is also obvious that the probability of 
experiencing one of these events at any given time will be related to the prior history of 
the individual (events experienced, the order and timing of their occurrence) and to 
characteristics that are time-invariant (e.g. social and geographical origins, number of 
siblings) or time-dependent (e.g. economic crises, wars). 

These transitions are studied using an essentially semiparametric model, in 
which the effect of the characteristics of interest for the research is modelled 
parametrically but no assumption is made about the form of the distribution of the 
duration of stay in each of the states studied. This model is dynamic in that it can model 
the instantaneous hazard rates of the various events being studied, in relation to the 
different populations exposed to the risk. It also offers the possibility of introducing 
time-dependent characteristics, thus allowing a truly dynamic model of the change in 
stochastic processes over time to be estimated. These changes are related primarily to 
individual events and characteristics. 

Another important property of these models is their capacity to introduce the 
effects of interaction between individual characteristics. For example, if an individual's 
migration at a given time depends on the fact of being a farmer and of being married, a 
difference in behaviour may be observed between unmarried farmers and the rest of the 
population, and between married farmers and the rest of the population. This interaction 
effect can be taken into account by also including the product of the binary variables 
that correspond to the two characteristics and estimating the model which includes the 
three variables. This logistic model can of course be generalized as an event history 
model, into which is introduced this same interaction between characteristics, which 
will now be time-dependent. 

Finally, this model is largely exempt from a number of problems. Loss of 
subjects from observation at the time of the survey, for example, can be fully estimated, 
as can the occurrence of competing events, or the existence of unobserved 
heterogeneity. The last point is very important for the validity of the analysis and is 
worth examining in more detail. 

When carrying out an analysis it is clear that not all the factors which influence 
the process being studied will be included, either because they have not been captured 
by the survey or because they are believed, mistakenly, to have no effect. This is 
referred to as unobserved heterogeneity and it can invalidate results obtained from the 
observed data only. When regression models are used to analyse period data, 
incorporating this unobserved heterogeneity is known to have no effect on the estimated 
parameters if it is independent of the observed variables. Unfortunately this is no longer 
the case when we use a semi-parametric model that incorporates time. 
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However, the effect of non-observed characteristics on parameters estimated 
with observed characteristics has been successfully modeled by Bretagnolle and Huber-
Carol (1988). They showed that when the omitted characteristic is independent of the 
observed characteristics, its omission does not change the sign of the estimated 
parameters. On the other hand, it does reduce the absolute value of the parameters. This 
means that if the effect of a characteristic appears fully significant when the other 
characteristic is omitted, introducing it into the model will merely reinforce the effect of 
the first characteristic. On the other hand a characteristic with no significant effect on 
the phenomenon being studied could acquire a completely significant effect when the 
unobserved characteristic is introduced. 

These results are very important since they allow us to be certain about the 
direction of the effects observed to be significant, and of their degree of significance, 
whereas we do not know if all the characteristics affecting the durations of stay have 
been introduced into the model. In the presentation of longitudinal analysis we saw how 
this problem compromised the validity of the approach. The procedure mentioned 
above give us a means of verifying its effect on the results of an event history analysis. 

Risk of the atomistic fallacy 

Factors of a demographic or non-demographic nature can now be identified and 
their influence on individual behaviour subjected to very detailed analysis. In most 
cases, however, this behaviour is explained in terms of the characteristics of the 
individual. The danger here is of committing the atomistic fallacy, since no attention is 
paid to the context in which human behaviour actually occurs. This context can be 
defined as the family environment in which the individual lives, or more generally as a 
“contact circle” of varying size organized around the individual and based on the 
neighbourhood or commune, for example. In fact this context does have an influence on 
individual behaviours and it seems fallacious to consider individuals in isolation from 
the constraints imposed by the society and milieu in which they live. 

The danger of this fallacy - which can be compared with the ecological fallacy  
– was first identified by sociologists (Lazarsfeld and Menzel, 1961). They showed the 
need for careful definition of various types of groups, communities, organizations and, 
more generally, other groups of individuals. These can be composed of members who 
are comparable in respect of the studied behaviour and must be described by a certain 
number of properties. What appears as a group in one study can be treated in another 
study as a member of a more general grouping. This property is very important since it 
shows the relative nature of the individual that the event history approach treats as the 
principal unit. Used carefully it should make it possible to move beyond the 
individualism-holism dichotomy. 

How this can be done is considered in the next section. 

5. CONTEXTUAL AND MULTILEVEL ANALYSIS 

For the investigator wishing to avoid the atomistic fallacy the solution is to work 
at several levels of aggregation simultaneously. Such an approach can take two forms 
that will be explored successively. One is to introduce the effect of aggregated 
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characteristics in the individual-level model being used; the other is to try to take into 
account the various levels of aggregation available for analysis. 

From contextual analysis … 

The conditions that have to be satisfied in order for a model estimated on 
individual data to be identical to an equivalent model calculated on aggregate data have 
been specified for linear regressions (Firebaugh, 1978) and for logistic regressions and 
event history models (Baccaïni and Courgeau 1996). It is shown that once the fact of 
the individual having the explanatory characteristic (being a farmer, for example) has 
been controlled for, the corresponding aggregate characteristic (the percentage of 
farmers, for example) no longer influences the probability of experiencing the event 
studied (migrating, for example). In this case, the aggregate- and individual-level 
models are perfectly equivalent. The problem is that this is seldom what is actually 
observed, as we have established with the Norwegian example. 

The simplest solution is to introduce data measured at several levels of 
aggregation to explain a behaviour which is still individual. We can then see the 
difference between this approach, in which aggregate characteristics are used to explain 
an individual behaviour, and the aggregate approach in which an aggregate-level 
behaviour is explained by characteristics that are themselves defined at the aggregate 
level. 

In this way the risk of ecological fallacy is eliminated, since the construction 
measured by the aggregate characteristic will be different from that measured by its 
equivalent at the individual level. It no longer operates as a substitute but as a 
characteristic of the sub-population with an influence on the behaviour of an individual 
belonging to it. Simultaneously, the atomistic fallacy is eliminated by the inclusion of 
the context in which the individual lives. One may wonder, however, if the introduction 
of aggregate level characteristics is really adequate to model this context. We will see 
later that it is necessary to move further towards a genuinely multilevel analysis. 

Returning to the example of migration among Norwegian farmers, application of 
a contextual model can include the fact that the individual is a farmer and the 
percentage of farmers in the region of residence, a . This model can be written: j.
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The results it produces, given in figure 3, can be used to harmonize the 
contradictory results obtained earlier: the fact of being a farmer still strongly reduces 
the probability of migrating, while the fact of living in a region with a large percentage 
of farmers increases the chances of migrating for both farmers and non-farmers 
(Courgeau 2000b). This time, however, the reason for the emigration rates increasing as 
the percentage of farmers increases is completely different. In the analysis on aggregate 
data, it is the stability of the migration probabilities of farmers and other occupations - 
at different values - that explains, through the calculations of the percentages of 
farmers, why the regions with more farmers are those with higher rates of migration. In 
the present model it is the variation of these migration probabilities according to the 
percentage of farmers which explains the same result. This shows us that this higher 
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migration probability relates primarily to non-farmers, since the migration probabilities 
of farmers are not significantly modified by the percentage of farmers. This model 
supports the hypothesis we put forward earlier: a high proportion of farmers in a zone 
increases the probability of migration for those in other occupations. This could be 
explained by a relative shortage in these regions of non-agricultural employment which 
encourages those in other occupations to emigrate more than farmers when looking for 
a new job. 

 

Figure 3: Contextual logit model
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It is interesting to see now that the characteristics which are introduced may be 
of very different types. Although the characteristics to be analysed will always be 
treated as individual, they may be period characteristics and thus analysed using a logit-
type model, but they can also be life history characteristics and analysed as such. The 
explanatory characteristics can be much more diverse. 

Initially we could introduce individual characteristics, measured just before the 
occurrence of the event in the case of a logit model, or measured over time in the case 
of an event history model. Then, for a given level of aggregation, some of these 
individual characteristics could be simply aggregated so as to estimate the percentages 
or averages for a given region, such as its percentage of farmers, or the average number 
of children per family, for example. More complex analytical procedures could be used: 
as well as the average number of children, the standard deviation of this number could 
be included, or the correlation between this number and income at each level of 
aggregation. 
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The structural characteristics are the properties of each of the units at a given 
level of aggregation. They are obtained by quantification of certain relationships 
existing between members of these units. If we consider a household for example, its 
structural characteristics are the number of children it contains, the proportion of its 
members not related to the head of the household (live-in staff, for example), and so on. 
Other characteristics are more general and concern the units in their entirety: number of 
hospital beds or population density, for example. These do not correspond to any 
individual characteristic, but they can be aggregated at various levels. Thus the number 
of hospital beds in a region is the sum of the number of beds in each of the departments 
that make up the region, and its density is the sum of the densities weighted according 
to the population of each department. Other collective characteristics are well defined 
for a given level of aggregation but cannot be aggregated at higher levels. The electoral 
orientation of a commune, as defined by the party affiliation of its mayor, for example, 
cannot be aggregated with those of neighbouring communes which may range over a 
wide spectrum. This characteristic does not exist at either the individual level, or the 
departmental and regional levels. 

The use of contextual models imposes very restrictive conditions on the 
formulation of the logarithm of relative risks (log-odds) in relation to the 
characteristics. In particular, the behaviours of individuals within a group are treated as 
independent of each other. In practice, it is more likely that the risk faced by an 
individual in a given group will depend on the risks faced by the individuals in the same 
group. Failure to include this within-group dependence usually produces bias in the 
estimations of the variances of the contextual effects, resulting in confidence intervals 
that are too narrow. Also, these “log-odds” for individuals in different groups cannot 
vary freely but have restrictive constraints imposed by the model being used (Loriaux, 
1989). In the previous case, for instance, if the migration probabilities of non-farmers 
( ) and farmers ( ) in each region are linked by segments of line, it can be 
shown that all these lines will pass through a common point (Courgeau 2001). 

0=ija 1=ija

In view of these constraints, it becomes necessary to formulate the proposed 
model in its full complexity, which brings us to authentic multilevel models. 

… to a multilevel analysis 

For a clearer idea of what we intend to do, it is useful to review what was said 
earlier in the discussion of longitudinal analysis, concerning the effect of different 
characteristics on demographic behaviour. It was shown that subdivision into more 
homogeneous sub-populations, according to different regions or different 
characteristics, meant that the numbers exposed to the risk quickly fell to very low 
levels. The results from such an analysis are too unstable for significant relationships to 
be identified. In these conditions the large number of random variations (noise) are 
likely to mask any interesting result. 

This problem was overcome using the methods of linear or, more usually in 
demography, logistic regression, which identify the relevant results of the analysis. The 
introduction of time into Cox-type models has made it possible to study the 
heterogeneity of the population and obtain results that are completely significant even 
when large numbers of characteristics are introduced. However, this method implies 
making new hypotheses, whose validity must be tested using tests whose power, 
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unfortunately, is so low that they provide no adequate basis for rejecting the model 
even if the error component is very large. The contextual models which generalize these 
methods by introducing regions or groups of different individuals, offer no solution to 
the difficulties outlined above. In these conditions the best approach may be to look for 
a compromise between a model which does not constrain its estimators but fails to 
produce a significant estimation, and a model that sets excessive constraints but whose 
validity cannot be tested. 

In our view the solution to this two-fold problem lies with multilevel models. 
These introduce random effects into the previous individual or contextual models, thus 
allowing the regression methods considered to be generalized. 

Let us have another look at the example of Norwegian migrations. First of all 
we have the possibility of estimating a logistic model by region, suitable for measuring 
the effect of a characteristic, in this case that of being a farmer, on the migration 
probability: 

1
1011 −α+α+=∈=µ ])[()( ijjjijij aexpa,jiP                                                 [7] 

This is the first stage of the analysis, in which the whole set of regional 
parameters (for 19 regions there are 38 parameters) are estimated. But when a large 
number of regions is included or the parameters are numerous, these parameters 
resemble random noise when plotted and are subject to a very large error that prevents 
any firm conclusions from being reached. The solution envisaged involves placing 
constraints on these parameters to obtain more accurate results. If it is assumed, for 
example, that they are distributed randomly around their mean value, estimated by 
models [6] and [7], we can then write: 

α α α0 0 2j ja u= + +. 0 j                and              α α α1 1 3j ja u1 j= + +.  

where  and  are random values of expectation zero. Attention can thus be limited 
to the variances and covariances between these random values: 

u j0 u j1

2
00 ujuvar σ=)(                               2
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The full model can now be written in condensed form:  

1
13102011 −+α+α++α+α−+==µ ]))([()( ijjj.jj.j.ijij auauaexpa,aP               [8] 

Now we need to estimate only 7 parameters, compared with the 38 previous 
ones. 

Remaining with the Norwegian example, let us see in table 1 what light these 
models shed on migration behaviour. If the aggregated characteristics of the regions are 
not introduced (simple model), the individual-level parameters remain almost the same 
as those estimated without including regional effects in the previous logit model, both 
for farmers and for other occupations (Courgeau, 2000b). By contrast, significant 
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effects appear for the regional random variables, showing a very diverse behaviour for 
inhabitants of the different regions. When the proportions of farmers of the regions are 
introduced (model with aggregate characteristic), as in the contextual model estimated 
earlier, their effect appears entirely significant and identical to that observed with a 
single level of aggregation. By contrast, at the level of the regional random variables, a 
sharp reduction of one half is observed for non-farmers, showing clearly that 
introduction of the regional percentages for farmers has an influence on this variance, 
whereas for farmers the effect remains as high as before. However, the fact that the 
regional variance remains significant shows that the aggregate characteristics do not 
explain everything. This model, while confirming the results of the previous contextual 
model, is nonetheless more complete. 

 

Parameter Multilevel Model  

Fixed: Simple With aggregate characteristic

α0  (non-farmer) -1,710 (0,070) -2,067 (0,119) 

α1 (farmer) -2,306 (0,133) -2.017 (0,340) 

α2  (proportion of farmers)  5,420 (1,209) 

α3 (farmer  % farmers) ×  -8,691 (3.238) 

Random:   

σu0

2    (non-farmer) 0,088 (0,032) 0,047 (0,024) 

σu01
 (covariance) 0,054 (0,044) 0,085 (0,042) 

σu1

2    (farmer) 0,167 (0,135) 0,181 (0,119) 

 

Table 1 .- Multilevel analysis parameters and their standard error in parentheses 

 

A multilevel model, because it uses all the available information, avoids any 
arbitrariness in the choice of characteristics for inclusion in the model and in the means 
of selecting the variables to be used. Consequently the variances and covariances 
between characteristics present at a given level of aggregation will no longer be bound 
by the restrictive conditions that apply when a contextual model is used. 
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A similar approach is now used in different social sciences as educational 
sciences (Goldstein, 1995), epidemiology (Greenland, 1998; Morgenstern, 1998), 
human geography (Jones, 1997), and so forth. 

More generally, such a model is suitable for showing how differences between 
rates estimated for groups can be explained by differences in the distribution of various 
individual characteristics. A first level might consider the individual risks within each 
group with regard to a large number of characteristics of these same individuals. A 
second, more aggregated level, is then used to predict the first level coefficients for 
various characteristics, not only aggregate but also particular to the groups. The under-
lying hypothesis is that the coefficients of the groups are random samples of a more 
general population of such parameters. By combining the results obtained for each 
level, it is possible to predict the probability of an event's occurrence, for a given 
individual, in relation to his or her individual characteristics, and the characteristics of 
the various groups and their interactions. 

Multilevel event history models can also be set up by introducing random 
variables both in the baseline hazards and in the effect of the various characteristics of a 
generalized Cox-type model. Using the previous example of nuptiality among farmers 
(model [5]), we add the effects of regions j (regional percentages with the individual 
characteristic, , or other regional characteristics, , leading to estimate 
probabilities of the following type:  

)(tZ j. )(tY j

])()())([()())(( ijjjijjj.
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We see that with this model we can write , which 
introduces the underlying regional baseline hazards, that depend on regional 
characteristics. In the same way, the effect of each characteristic can now depend on the 
region. Finally, an unobserved individual heterogeneity is introduced by the parameter 

. 
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Models of this kind facilitate the study of several processes taking place 
simultaneously. Thus, for example, fertility in different regions of a country can be 
studied at the same time as the migrations occurring between these regions. In this way 
we can see if a change in the fertility behaviour of migrants takes place and to measure 
the time needed to adapt to the fertility of the region of immigration, if this is the case, 
or conversely to see if there is not a selection of migrants from in the initial population. 

The statistical models necessary for handling this data are now well developed 
(Goldstein, 1995). However, it has to be noted that multilevel event history models still 
require major extensions before they can be applied to complex situations. On the other 
hand, they offer the possibility of being able to introduce any number of levels, 
regardless of how they are organized in relation to each other. 

The simplest and most widely used structure is hierarchical. For example, 
individuals live in communes, which are themselves in departments, and so on. Each 
level is formed by the grouping together of all the units of the preceding level. The 
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division adopted may be administrative, as in the example just given, or of a completely 
different type: workshops, factories, companies, production sectors, and so one. 

More complicated relationships between the levels can be envisaged. 
Individuals can be distributed between towns classified by ascending size order but also 
between administrative, industrial and tourist centres, for example. In this case there is 
a cross-classification, according to whether the towns are classified by size or by 
function. It is of course possible to have relationships that combine hierarchical and 
cross-classifications. For example, individuals may be classified by type of residential 
neighbourhood and by the type of place of work (cross-classification), which are 
themselves subject to a hierarchical classification of departments and regions. 

New forms of surveys are required for carrying out analysis on these lines. Such 
surveys need to distinguish carefully between the various groups to be considered and 
must be capable of producing aggregated measurements. Individual characteristics can 
of course always be aggregated, but as was shown earlier there are other group 
characteristics which cannot be obtained in this way. These must therefore be 
measured, independently of the survey conducted on the members of the group. This 
data-gathering exercise is likely to be particularly time-consuming and complicated for 
the purpose of multilevel event history analysis. Information has to be collected on the 
variations of these characteristics over time. 

Towards a more comprehensive paradigm 

This new approach does not imply a dramatic change in the paradigm used for 
event history analysis since the focus of analysis remains at the individual level. Rather, 
by introducing the effects of groups or regions on individual behaviour it extends and 
completes that paradigm. 

Within the new paradigm the behaviour of an individual is still considered to 
depend on his or her past history, but the perspective is broadened to recognize that this 
behaviour can also depend on the external constraints that weigh on the individual, and 
of which he or she may or may not be aware. In this way it becomes possible to 
examine the “unintended side effects” of individual actions with initial aims completely 
different from the results obtained (Boudon, 1977). These effects are a product of the 
milieu in which the individual lives and can be identified by means of multilevel 
methods. Similarly, individuals may be unaware of the constraints that society places 
on its members, though these may influence their behaviour without their knowledge. 
Finally, individuals may be fully aware of these constraints and act accordingly, so as to 
resist their influence, to avoid them, or even use them to their own advantage. 

With this approach it is possible to study individual biographies situated in a 
multi-dimensional space. This context can be defined not merely in the conventional 
physical terms, making a distinction between regions and towns, for example, but could 
also be socially-defined, introducing the networks of relations between individuals, or 
economically-defined, taking account of the companies and public utilities, for 
example, where these individuals are employed, or of any other functional space. 

This paradigm also opens the way for a new statistical perspective on human 
behaviour. The “subjective” position elaborated by Bayes in 1763 introduces a larger 
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dimension to this approach. Starting from the “prior” probability of a particular event, 
this method uses new empirical information from observation in order to calculate a 
“posterior” probability for the same event. The application of such a formulation was 
vigorously rejected by the proponents of an “objective” viewpoint, for whom the notion 
of “prior” probability was completely meaningless since the probability was that of a 
one-off event. The “objectivists” worked to develop methods of inference that were 
compatible with this conception of probabilities and avoided recourse to Bayes's 
theorem. The multilevel approach is a powerful stimulus for a renewed use of the 
Bayesian conception of probability. 

Model [7] produces estimations for a large number of coefficients, in the present 
case 38 for 19 regions, some of which may be determined on small numbers and thus 
have a very high variance. As was indicated, it is hard to reach any firm conclusions 
from this first stage. For this reason we go back to model [6], which this time requires 
estimation of only four coefficients, and attempt to make a synthesis of these two 
models, leading to the introduction of four fixed parameters and two random variables 
for which only the variances and covariances are estimated, representing seven 
quantities in all (model [8]). However, the residuals can be estimated, making it 
possible to situate the regions in relation to each other and to identify those in an 
extreme position in relation to the others, by estimating a confidence interval for each 
region. This is what is commonly referred to as an empirical-Bayes estimator, in which 
the “prior” distribution is estimated from empirical data as is the “posterior” 
distribution (Lee, 1997). It is of course possible to go further and introduce at a third 
level an authentic “prior” estimation, thereby producing a model operating on more 
fully Bayesian principles leading to a Bayes empirical-Bayes estimation (Greenland, 
2000). 

By its simultaneous introduction of individual characteristics and aggregate 
characteristics at different levels, this provides both a synthesis of and an improvement 
on the three previous approaches. It introduces the aggregated characteristics, and is 
therefore able to explain the results obtained with a period model, though using 
different hypotheses, as was seen. It incorporates the individual characteristics, and 
therefore produces results comparable to those obtained with event history models. 
Finally, by its improved capacity to take into account the diversity of behaviour at 
different levels of aggregation, it provides a solution to the problems encountered in 
longitudinal analysis, where the sub-division of categories and places quickly renders 
analysis impractical. 

Unanswered questions 

A rapid review was given earlier of the various types of divisions or groupings 
that can be used in analysis: sociological and anthropological (e.g. family, “contact 
circle”, clan), geographical and administrative (e.g. communes, cantons, departments, 
regions, countries), religious (e.g. parishioners of a Catholic church, or a Protestant 
church, animists), and many others. Some of these divisions are obvious candidates for 
use in analysis (such as the family or the workshop), since the potential influence of 
these groups on individual behaviour is already well established, but the use of others 
can be less obvious. 
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First of all, if, as is theoretically possible, a large number of levels of 
aggregation are introduced, there is a danger of duplication between some of the levels. 
For example, if local government divisions were being used, duplication might well 
occur between the division by communes (of which there are roughly 36 000 in France) 
and by cantons (roughly 3000 in France). Use of multilevel analysis should supply an 
answer to these questions, since the random variables corresponding to one level of 
aggregation can disappear when another is introduced that takes account of these 
variables correctly. Another point is that some divisions may be entirely appropriate for 
studying one phenomenon but not another. Thus for example the regional division that 
we used in Norway is clearly suitable for the analysis of inter-regional migrations; but 
it would be inappropriate for studying migrations at a more detailed level. 

Further advance in this field requires a very thorough examination for each type 
of study of the various possible levels of aggregation. It would also be useful to see if 
combining zones gives results as good as those obtained using a larger number, and 
with no loss of information. A broad investigation to assess the validity of existing 
divisions and the creation of new and more relevant divisions is needed and as yet 
remains to be undertaken. 

From another point of view, this analysis, in which individual behaviour is 
explained by reference to both individual and aggregated characteristics, may fail to 
explain evolution in the rules which apply at higher levels of aggregation. It is 
important to understand that these rules result from the transmission between 
individuals in the same group of behaviour which is similar at a certain point in time 
but which can change over time. There is thus a two-fold problem for analysis: that of 
the change in these groups over time, and that of the changes in the different 
behaviours. 

How are appropriate groups formed? What are the factors responsible for their 
survival or demise? And what are the mechanisms which explain their evolution? These 
are all questions which require answers and which to date have received little attention. 
Studies do of course exist on the rise and fall of great cultures in the past, but analysis 
of cohesion and change in smaller-scale groups is still in its infancy. Research in this 
direction must be continued in order to place multilevel analysis on firmer foundations. 

Another problem concerns an investigation of how particular types of behaviour 
come into being, are modified or disappear. Little work has been done on this genesis 
of social behaviour, although the various demographic transition theories attempted to 
provide general explanations. Thus, for example, in the case of the developed countries, 
the emergence and spread of cohabitation as an alternative to marriage in the 1960s has 
still not been satisfactorily explained. The explanation is doubtless that it was a form of 
behaviour better adapted than traditional marriage to the prevailing conditions at the 
time and for this reason was able to spread in these countries. Attention needs to focus 
on how isolated individual actions, occurring in a given community, can produce an 
awareness of a problem that affects society as a whole and stimulate an acceptable 
solution; then examine how these new behaviours are diffused and prompt the 
introduction of policies (such as the civil solidarity pact or PACS recently introduced in 
France, giving legal recognition to couples of either sex, for example), taken at a higher 
level of aggregation. These measures will in turn, of course, influence individual 
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conduct, producing new actions to counter their negative side-effects, and so on and so 
forth. 

Finally, more attention needs to be given to the social structure of the groups 
being considered. Existing multilevel models do introduce a correlation between the 
behaviour of the members of a particular group, but this correlation applies without 
distinction to each couple of individuals in this group. For some groups, usually of 
small size, it could be worthwhile to consider the interactions existing between some 
members, for example the spouses in a family. These interactions can be examined by 
means of “models of shocks” (Lelièvre et al., 1997). However, many difficulties remain 
to be overcome before these models can be fully implemented. 

7. CONCLUSION 

Having reached the end of this chapter, it is time to broaden the debate over the 
different approaches presented here by raising a number of more fundamental questions 
about the hypotheses that underpin demography. As we have indicated, the prerequisite 
for the emergence of the discipline was the development of the bases of probability 
theory. Our discussion will thus focus on the application of this theory to human 
populations and on the ways of interpreting the results obtained. 

Let us remember, first of all, that for ethical reasons there can be no 
experimental research in demography. The demographer therefore has to work on 
populations that possess certain characteristics and whose behaviour is observed at a 
particular point in time, or over all or at least part of their lifetime. The question to be 
answered is: does this provides the material for deducing, not a theory of causality in 
the social sciences (Wunsch, 1988; Duchêne et al., 1989; Franck, 1994; Courgeau, 
2000a), which is not the object of discussion in this article, but rather an empirical 
theory of human behaviour, such as can be verified by means of this observation? In 
these conditions it is easy to understand the important role played by the methods of 
observation in this verification and in the development of new empirical theories. 

A first theory assumes that an individual's membership of a certain number of 
groups influences the occurrence of various demographic events. For the analysis to be 
meaningful, the existence and relevance of these groups has to be assumed. If they are 
defined by a property or by a founding event, their existence is not problematic: the 
members of a particular profession, married individuals, inhabitants of a geographical 
unit, followers of a religion, for example, constitute clearly defined groups, membership 
of which may change over time. There is, however, an important difference between 
these groups: some are actually relevant to the analysis, whereas others are used to 
break down the population for the purpose of testing the relationship that is being 
studied. 

In period analysis, the relevant groups are those defined by demographic, 
religious, economic and similar criteria, whereas the geographical or administrative 
groups are used to reveal the relationship between the event being studied and the 
various social groups. The underlying assumption in such an analysis is that an 
individual's membership of a particular geographical unit has no effect on his or her 
behaviour, other than that induced by the different social composition of each unit. 
Moreover, since the analysis uses period data, the movements into and out of these 
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groups will not distort the results. This leads to using data from censuses or other cross-
sectional sources. 

However, as has been seen, this theory runs into difficulties because it fails to 
take into account the time lived by individuals. This was the idea behind adoption of a 
longitudinal perspective that could introduce the events occurring in their lifetime (e.g. 
wars, economic crises) and explore their effect on this life as a whole. Such a theory has 
to set extremely strict conditions of homogeneity for the populations being studied and 
of independence between the various phenomena under examination. This is the reason 
for using data from civil registration or other exhaustive longitudinal sources. However, 
if the aim is to analyse the effect on the phenomenon of belonging to a group, the 
movements into and out of it can no longer be omitted. Unfortunately these are not 
usually recorded in the civil registration statistics; and even if they were, the conditions 
of homogeneity of the group would no longer be satisfied, nor the conditions of 
independence between the event being studied and the movement into or out of the 
group. An entire sector of demographic analysis of populations is thus ruled out. 

Escaping from this impasse requires this fragmented view of independent events 
to be abandoned. The solution is to consider human existence as a process that is 
dependent on the individual's entire past history. This becomes possible with event 
history analysis. An individual's membership of a group is no longer defined once and 
for all, but can vary from one moment to the next – either the individual will be able to 
move from one group to another, or the membership of a group will be defined as a 
time-dependent variable. In this way the occurrence of any number of demographic 
events can be studied simultaneously, with all the interactions that may exist between 
them. This makes it possible to examine the effect of a large number of characteristics 
which may or may not be time-dependent. 

New questions then arise, however. Are the individuals questioned, who possess 
certain characteristics, all exposed to the same risk of experiencing the event being 
studied? An initial hypothesis is to consider each observed trajectory as the realization 
of an individual random process, whose probability is specific to each individual. In 
this case, however, because only one realization of the process, an individual trajectory, 
is available, the probability of this process cannot be determined. A second hypothesis 
is required in order to move the analysis forward: this is the assumption that the group 
observed follows an underlying stochastic process, whose probability structure it is 
possible to identify from the set of trajectories followed. It is important not to confuse 
the person surveyed and the statistical individual who follows this process. No 
hypothesis is made about the personal processes, which are by nature evanescent, but 
the process followed by the statistical individual can be analysed. 

Other problems also arise from the fact that this approach no longer has to 
consider the various geographical or administrative entities in which the individuals are 
located. Although these were useful in the period approach for examining the effect of 
demographic or economic characteristics, for example, they appear to be of no interest 
for an event history analysis. Yet an examination of some results obtained with this 
analysis appear in contradiction with those obtained by the period approach, even 
though they concern the same populations. 
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An extension of this event history analysis thus seems necessary to produce a 
synthesis of these contradictory results. Such a synthesis can be achieved with the 
multilevel event history approach. It no longer treats the differences between regions or 
between any other territorial division as random variables devoid of interest, but 
actually tries to identify and if necessary explain them by aggregate or other 
characteristics. These aggregate characteristics are thus brought into the analysis, but 
the underlying hypotheses employed are different. Instead of affecting individual 
probabilities in a uniform way, as in the period approach, these characteristics will on 
the contrary modulate the probabilities according to the regions in which the 
individuals live. 

This multilevel approach thus accommodates the various earlier observations 
with each other, at the same as clearly setting out the hypotheses on which it is based: it 
seeks to explain a behaviour at the individual level by introducing various levels of 
aggregation with some of their characteristics. In contrast to the aggregate approach, 
which was supposed to reveal the virtually unchanging bases of social organization as 
passed down in more or less final form from preceding generations (Durkheim, 1897), 
this approach not only no longer postulates stability in social organization, but on the 
contrary actually facilitates understanding of its rapid changes over time. If a sufficient 
number of generations are used in the analysis, the modifications can be identified in 
the effects of individuals or aggregated characteristics on one or several behaviours 
under study. In this way the existence and pace of these changes can be verified and 
measured at various levels of aggregation. 

It is possible to produce a table with these different approaches, according to the 
fact that they introduce or not space and time and, for the time points of view, 
according to the fact that they are with or without explicit characteristics. The following 
table gives eight patterns of analysis. We have already presented in this paper the major 
part of these patterns, except the one made between national and regional period 
analysis. As a matter of fact, it is not necessary to add such a distiction as the methods 
used to undertake national or regional period analysis are nearly similar. 

 
 
Time   → Absent Present 
Space 
   ↓  

Without explicit 
characteristics 

With explicit 
characteristics 

Without explicit 
characteristics 

With explicit 
characteristics 

Absent National 
period analysis 

Demographic 
transition 
analysis 

Cohort analysis Event history 
analysis  

Present Regional 
period analysis 

Regional 
regression 
analysis 

Multistate 
analysis 

 

Multilevel 
analysis 

 
 

Might it be possible to go further still and show the genesis of these changes in 
behaviour and track their diffusion in a context that is social as well as geographical? 
Imagine that we have a survey involving a large number of generations, with which we 
can observe the emergence and development of a new behaviour, such as cohabitation 
in the generations born after the Second World War. Because observation is of 
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individuals living in a large number of geographical regions and social groups, it will 
be possible to identify where this behaviour first appeared and to try to find out what is 
particular about these zones and why it has appeared here. Attention would then turn to 
the next affected zones and to how they differed from those where this behaviour was 
still not present despite their proximity, and so on and so forth. Such detailed case 
studies are an opportunity to link the quantitative multilevel approach to approaches of 
a more qualitative nature, and to allow a more precise identification of the mechanisms 
at work. 

By way of conclusion it can be said that while raising numerous and as yet 
unresolved questions, this approach constitutes a major advance in demography, since it 
provides a statistical basis for a synthesizing analytical instrument that is both more 
rigorous and more flexible than all the others described in this article. Its rich potential 
for application has only begun to be developed, but in our opinion it holds the key to an 
improved understanding of human behaviour. 
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